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Abstract—We generate and provide miniature synthetic bench-
mark clones for modern workloads to solve two pre-silicon
design challenges, namely: 1) huge simulation time (weeks to
months) when using complete runs of modern workloads like
SPEC CPU2006 having trillions of instructions on pre-silicon
design models 2) unavailability of access to their specific target
applications for computer architects, as some of them are pro-
prietary in nature and vendors hesitate to share them. We first
provide a detailed characterization of the SPEC CPU2006 and
the ImplantBench suites based on microarchitecture-independent
metrics. Our metrics include the Memory Level Parallelism
(MLP) of these workloads to estimate the burstiness of accesses
to the main memory. Secondly, our proposed framework, that
uses this characterized information (including MLP) to generate
synthetic clones is explained and evaluated. We provide the
synthetic clones generated for CPU2006 workloads for download
and use. The efficacy of the synthetic clones for CPU2006 and
ImplantBench is demonstrated by comparing their performance
and power characteristics with their original counterparts. We
show that the synthetic clones generated using our MLP-aware
methodology have an error of only 2.8% in terms of Instruction
Per Cycle (IPC) as compared to an error of 15.3% when using
the previous MLP-unaware approaches for CPU2006. We also
evaluate their effectiveness in assessing the change in performance
and power consumption for various microarchitecture design
changes. For CPU2006, with synthetics limited to 1 million dy-
namic instructions, the average correlation coefficient for assessing
design changes for IPC is 0.95 (0.98 for power-per-cycle). For
ImplantBench, we have an average error of 2.9% in assessing the
IPC and the correlation coefficient for assessing design changes is
0.94 (0.97 for power-per-cycle).

I. INTRODUCTION

The SPEC CPU2006 [1] suite released in August 2006
contains many programs, each with thousands of billions of
dynamic instructions taking weeks to months of time on cycle
accurate simulators like the SimpleScalar [2] as detailed by
Ganesan et al [3]. Pre-silicon design models are many orders
slower than cycle accurate simulators and it is almost impossi-
ble to use full runs of such modern workloads/benchmarks for
design space exploration. The advent of the multicore proces-
sors and heterogeneity in the cores has made the design space
exploration even more challenging, resulting in a prohibitively
large amount of simulation time. This has driven architects to
use samples/traces of important parts of the target applications
instead of complete runs. It is to be noted that even after
3 years after the release of the SPEC CPU2006 suite, we

do not see many simulation based papers using these more
representative modern workloads and rather architects tend
to use the older version CPU2000 due to the availability of
miniaturized samples/traces.

We generate and provide miniaturized synthetic benchmark
clones using an improved methodology for these huge SPEC
CPU2006 workloads and also clones for the futuristic em-
bedded workloads in the ImplantBench suite. During the pre-
silicon design stage of a processor, having miniaturized syn-
thetic clones (not more than 1 million dynamic instructions)
for large target applications enables an architect to use them
with slow low level simulation models (e.g., RTL models
in VHDL/Verilog) and helps in making confident decisions
in designing processors tailored for the targeted applications.
Another important application of synthetic benchmark clones
is that they can be distributed to architects and designers even
if the original applications are intellectual property that are
not publicly available. The synthetic benchmark clones are
carefully generated such that they do not reveal the functionality
of the original application, but still capture the essence of
the performance and power characteristics of the application.
Today’s ever increasing number of applications and a need to
design processors tailored to a particular class of applications
along with a faster ’time-to-market’ necessitates the need for
a framework to automate the process of generating synthetic
benchmark clones for the target workloads. Such a framework
will enable architects to be ’up-to-date’ with their applications,
as they keep evolving and also have proxies for futuristic
applications generated. These synthetic clones are highly space
efficient and easy to use compared to other simulation time
reduction techniques (elaborated in Section-2).

Previous efforts towards synthesizing workloads [4] [5]
utilize the memory access, control flow and the instruction
level parallelism information of the original workload, but
do not characterize or use the miss pattern information of
the last level cache, viz., Memory Level Parallelism (MLP)
information. As a result, the synthetics generated using these
previous approaches always have misses in the last level cache
happening at a constant frequency without much burstiness.
When the original workload has high MLP (bursty misses),
the generated synthetic results in having an entirely different
execution behavior compared to the original workload as shown
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Fig. 1. Comparison of the MLP behavior of synthetics generated by previous
approaches to that of a typical workload

in Figure 1. Our synthetic benchmark generation methodology
overcomes this important shortcoming by incorporating the
MLP information to model the burstiness of accesses to the
main memory and significantly improves the representative-
ness of the clone. We show that the synthetic benchmarks
generated using our methodology have 12% more accuracy
in their representativeness to the original application in terms
of IPC compared to the previous approaches [4] and [5]. The
significant contributions of this paper are,

• We provide an improved methodology for synthetic bench-
mark generation incorporating the MLP information, us-
ing multiple loops and modeling load-load dependencies
to generate miniaturized synthetic clones for any target
workload and more importantly provide the clones [6] for
SPEC CPU2006 workloads for the architecture community
to download and to use.

• We provide a detailed microarchitecture-independent char-
acterization of the CPU2006 and ImplantBench workloads.

• We also provide the accuracy in using the provided
synthetic clones as proxies to evaluate the performance
and power consumption of the original CPU2006 and the
ImplantBench workloads for a typical modern microarchi-
tecture.

• We also validate the sensitivity of these synthetic bench-
marks to microarchitecture design changes with the sen-
sitivity of their corresponding original counterparts.

The rest of the paper is organized as follows. In Section 2, we
briefly describe the related work, elaborating on the previous
work in synthetic benchmark generation and the motivation
behind an MLP aware synthetic generation. Section 3 provides
the summary of the information captured in the process of
characterizing the workloads under study and explains our
framework to generate the synthetic clones. Section 4 elaborates
on the experimental results regarding the representativeness of
the generated synthetic clones to that of the original bench-
marks. We summarize and provide future directions in Section
5.

II. RELATED WORK AND MOTIVATION

To reduce simulation time, sampling techniques like sim-
ulation points [7] and SMARTS [8] are well known and
widely used. But, the problem with such sampling techniques
is that huge trace files for the particular dynamic execution
interval have to be stored or requires the simulator to have

the capability to fast-forward until it reaches the particular
interval of execution that is of interest to the user. But rather,
the synthetic benchmarks that we provide are space efficient in
terms of storage and do not require any special capability in a
simulator. The problem with other techniques like benchmark
subsetting [9] is that the results are still whole programs and
are too big to be directly used with pre-silicon design models.

Oskin et al. [10] and Nussbaum et al. [11] introduced the idea
of statistical simulation to guide the process of design space
exploration. Eeckhout et al [12] proposed the use of Statistical
Flow Graphs (SFG) in characterizing the control flow behavior
of a program in terms of the execution frequency of basic blocks
annotated with their mutual transition probabilities. Wong et
al. introduced the idea of synthesizing benchmarks [13] [14]
[15] based on the workload profiles. Bell and John [5] and
Joshi et al. [4] synthesized benchmark clones for the workloads
in the SPEC CPU2000 suite by using a technique in which
one loop is populated with embedded assembly instructions
based on the instruction mix, control flow behavior, the memory
behavior and the branch behavior of the original workload.
This generated synthetic loop was iterated until the performance
characteristics became stable.

The memory model used by the previous approaches [4] [5]
consists of a set of static loads/stores that access a series of
memory locations in a stride based access pattern. Even though
the loads within this single loop are populated in such a way
that they match the miss rates of the original application, they
may not necessarily match the performance of the original
application precisely. We classify loads into two categories.
The loads that miss in the last level of the on-chip cache and
result in an off-chip memory access are called ’long-latency’
loads and the other set of loads that hit in the caches. Since
these previous synthetic benchmark generation approaches do
not model the burstiness of these long-latency loads, the long-
latency loads are distributed randomly throughout the synthetic
loop. These long-latency loads keep missing in a constant
frequency as this loop is being iterated without much overlap in
their execution. But the original workloads with the same miss
rates may not necessarily have such a behavior. As already
shown in Figure 1, the typical memory access behavior of
the synthetics generated by the previous techniques can be
entirely different compared to the case of many of the original
workloads. The original workloads can have a set of bursty
long-latency loads in one time interval of execution and none
of them at all for another interval of execution. In the original,
though the pipeline may be clogged in this first interval due
to the long-latency miss, the instructions may flow freely
through the pipeline in the second. Rather, in the synthetic
generated by previous approaches, there is a constant clog in
the pipeline throughout the execution resulting in an entirely
different execution behavior. In Section 3, we characterize the
burstiness of misses in the target workloads and show real cases
with the behavior (high MLP) as shown in Figure 1.

Since a long-latency load incurs hundreds of cycles due to
the off-chip memory access, the performance of a workload
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Fig. 2. (a) Overall methodology (b) Metrics profiled to characterize the workloads

varies significantly based on the amount of overlap present
in the execution of these long-latency load instructions. The
average number of such long-latency loads outstanding when
there is at least one long-latency load outstanding is called the
Memory Level Parallelism (MLP) present in a workload. Both
of the cited previous approaches only characterize and model
the Instruction-Level-parallelism in the workloads and fail to
characterize and to model the Memory Level Parallelism (MLP)
in the workloads. Eyerman and Eeckhout [16] show the impact
of MLP on the overall performance of a workload. They show
that there can be performance improvements ranging from 10%
to 95% for various SPEC CPU2000 workloads if we harness
the amount of MLP in the applications efficiently. This brings
out the importance of characterizing the MLP in workloads. We
characterize and model this MLP information in our synthetic
generation framework. For some workloads, we also require
more than one loop to mimic the MLP behavior of the original
workloads, upon which we elaborate in Section 3.

Further in this Section, we provide some background on the
ImplantBench suite. The ImplantBench suite proposed by Jin
et al. [17] is a collection of futuristic applications that will
be used in bio-implantable devices. Bio-implantable devices
are planted into human body to collect, process and commu-
nicate realtime data to aid human beings in recovering from
various types of defects. A few examples are retina implants,
functional electrical stimulation implants and deep brain stim-
ulation implants. ImplantBench is a collection of applications
falling into the categories: security, reliability, bioinformatics,
genomics, physiology and heart activity. Security algorithms
are used in these devices for a safe and secure transfer of data
from these implanted devices to the outside world. Reliability
algorithms take care of the integrity of the data transferred
to and from the implanted devices due to using wireless
techniques. Bioinformatics applications are the ones that extract

and analyze genomic information. At times a part of a genomic
application may be added into the implanted device for some
real time uses. Physiology includes the job of collecting and
analyzing physiological signals like Electrocardiography (ECG)
and Electroencephalography (EEG). Heart activity applications
diagnose heart problems by analyzing the heart activity. Jin et
al. [17] provide a detailed characterization of these applications,
but most of their characterization is based on microarchitecture
dependent metrics, whereas our characterization is mostly in-
dependent of the microarchitecture.

III. CLONING FRAMEWORK

Figure 2(a) shows the cloning methodology that is used in
this paper. As the first step, the target application is profiled to
collect a wide range of characteristics. Then, this information
is fed to the code generator to generate the synthetic. This final
synthetic is compared with the original and the accuracies are
reported.

A. Benchmark Characterization

To capture the various profile information of the workloads,
we use modified versions of the different simulators in the
SimpleScalar [2] simulation framework. Figure 2(b) delineates
the different metrics that are recorded for each of the workloads.
Further in this Section, we explain each of these metrics and
in tandem, provide the corresponding information captured for
each of the metrics for the target workloads.

To capture the control flow behavior of a workload, the
locality in the underlying static code being executed needs to be
captured. A Statistical Flow Graph (SFG) [12] of the workload
is constructed for capturing the control flow behavior of the
workload. A SFG consists of nodes that are the basic blocks
in the program and the edges represent the mutual transition
probabilities between the basic blocks. We also record the
average and the standard deviation of the size of the basic
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(a) SPEC CPU2006 workloads

(b) ImplantBench workloads

Fig. 3. Captured SFG information and branch transition rate

block along with the instruction pattern in the basic block
in terms of the instruction type. The instruction mix of the
original workload is a significant microarchitecture-independent
metric that captures the frequencies of various instruction types,
namely: integer ALU operation, integer multiply, integer divide,
floating point ALU operation, floating point multiply, floating
point divide, load, store and branch.

For our experiments, we use the alpha binaries generated on
an alpha machine running the Tru64 UNIX operating system
using gcc 4.2 with an optimization level of -O2. A few of
the SPEC CPU2006 workloads could not be compiled on
the alpha architecture and we show the results for a set of
22 SPEC CPU2006 workloads. The tables in Figures 3(a)
and 3(b) show the SFG information captured for the most
representative 100 million instruction simulation point of the
workloads in the CPU2006 benchmark suite and that of the
ImplantBench suite respectively. We can see that the number
of basic blocks that account for 90% of execution are only
6% of the total number of basic blocks in that interval of
execution showing the amount of redundancy. The tables also
show the average basic block size calculated based on both
the number of instructions in each of the basic blocks and their
dynamic execution frequency. As seen in 3(a), the floating point

benchmarks of CPU2006 tend to have bigger basic block sizes
compared to their integer counterparts in the same suite. The
average number of successor basic blocks is another measure of
the control flow complexity of the program. Programs that have
complicated switch statements result in more successors and
predicting the control flow becomes complicated. Also, when
a function is called at multiple sites and each time it returns to
different locations, it results in more successors.

The branch predictability of the benchmark can be captured
independent of the microarchitecture by using the branch
transition rate [18]. The branch transition rate captures the
information about how quickly a branch transitions between
taken and not-taken paths. A branch with a lower transition rate
is easier to predict as it sides towards taken or not-taken for a
given period of time and rather a branch with a higher transition
rate is harder to predict. The branch transition rates for the
CPU2006 workloads as given in Figure 3(a) average around
0.11 with few benchmarks like 433.milc, 410.bwaves having a
transition rate above 0.25. Similarly, the branch transition rates
of the ImplantBench suite are shown in Figure 3(b). It can be
noted that the a few reliability applications have branches with
high transition rates.

To capture the Instruction Level Parallelism (ILP) in the
workload, we capture the dependency distance or the register
reuse distance of the workload as a distribution. This informa-
tion is captured for each type of instruction. This corresponds
to the number of instructions between the production and the
consumption of a data value at the register level. The proportion
of instructions that have an immediate operand is also recorded
along with this distribution. This distribution is binned at a
granularity of 1, 2, ... 20, 20-100 and greater than 100. The
Figures 4(a) and 4(b) show a histogram of the dependency
distances for the workloads in CPU2006 and the ImplantBench
respectively. It can be observed that a few benchmarks like
436.cactusADM and 435.gromacs, which have very large basic
block sizes (518 and 247 respectively), tend to have larger
dependency distances. 435.gromacs and 436.cactusADM have
respectively 50% and 40% of their dependencies that can be po-
tentially resolved before 100 instructions. Still, it is to be noted
that 436.cactusADM has more than 20% of dependencies just
before one instruction. Such benchmarks with high instruction
level parallelism will be sensitive to the out-of-order resources
available in a processor and modeling their dependency distance
distribution plays a key role in mimicking the behavior of
the original workload. In general, it can be observed that
the ImplantBench and SPEC CINT2006 workloads that have
smaller basic block sizes have shorter dependency distances
compared to the SPEC CFP2006 workloads that have larger
basic block sizes. For the ImplantBench and the CINT2006
workloads, more than 50% of their dependency distances are
within 2-3 instructions.

Capturing the data access pattern of the workload is critical
to replay the performance of the workload using a synthetic
benchmark. The data access pattern of a benchmark affects
the amount of locality that could be captured at various levels
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Fig. 4. Dependency distance distribution
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Fig. 5. Stride based memory access behavior in the target workloads

of the memory hierarchy. Though locality is a global metric
characterizing the memory behavior of the whole program,
previous studies [4] have resorted to characterizing the access
behavior at per static load/store basis in terms of strides
(differences between two consecutive effective addresses) to
effectively model it again in the synthetic. Joshi et al. [19]
identify that for the SPEC CPU2000 workloads, most of
the load and store instructions have a dominant stride based
memory access. We also observe a similar behavior in the
SPEC CPU2006 workloads. Figure 5(a) shows the breakdown
of the stride access patterns at a granularity of a 64Byte block
by different load/store instructions binned into categories 0,
1-3, 4-7, 8-15, 16-31 and > 31. This way of characterizing
and portraying the stride access patterns in terms of 64 byte
block sizes is similar to the previous work as in Joshi et al.
[19] for SPEC CPU2000. It is clearly evident that most of
the benchmarks exhibit a stride based behavior. Benchmarks
456.hmmer, 473.astar, 436.cactusADM have a dominant stride
of zero for more than 90% of the memory accesses meaning that
90% of their accesses are within the same 64 byte block and
will probably result in a lot of hits in the cache due to spatial
locality. Totally, 12 benchmarks out of the 22 benchmarks
studied have dominant stride for more than 75% of the memory
accesses. For the ImplantBench suite, Figure 5(b) shows the
break down of the stride at a 64 byte block granularity and it
can be observed that the ImplantBench suite also has the same
dominant stride behavior as CPU2006 and CPU2000 suites.

Capturing Memory Level Parallelism Information: Memory
Level Parallelism information of the workloads is captured and
the Figures 6(a) and 6(b) show the distribution of number

of outstanding long-latency loads as box plots for the dif-
ferent workloads in the CPU2006 and ImplantBench suites
respectively. By using the stride information, the synthetics
mimic the hit/miss rate behavior of the original workloads. The
impact of these hit/miss rates on the execution time is taken
care of by capturing the memory level parallelism information.
It can be noted that 483.xalancbmk, 410.bwaves, 436.cactu-
sADM, 433.milc, 437.leslie3d, 459.GemsFDTD, 462.libquan-
tum have relatively higher amounts of MLP compared to
other benchmarks. It is to be noted that most of these bench-
marks are floating point benchmarks except 462.libquantum
and 483.xalancbmk. We also record the number of consecutive
dynamic instructions when there are no outstanding long-
latency loads to model the frequency of the bursty misses.

Also, to match the MLP of the original workloads, recording
and modeling the load-to-load dependencies that exist in the
original application plays a significant role. When a long-
latency load is dependent on another long-latency load, there
cannot be any overlap in execution between these loads. The
previous synthetic benchmark generation approaches modeled
the dependency distances only at the detail of the consumer
instruction type and did not record the type of the producer.
Our experimental results (Section 4) show that, at least this
information has to be captured for load instructions to be able to
match the memory behavior of some of the modern workloads.

In the rest of the paper, we explain how we use the profiled
data of the benchmarks to generate the synthetic clones that
will have a similar behavior as the original. We then compare
both the microarchitecture dependent and microarchitecture-
independent characteristics of the synthetic benchmark to that
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(a)

(b)

Fig. 6. Captured MLP information as box plots showing the distribution of the burstiness of long-latency loads for (a) CPU2006 workloads (b) ImplantBench
workloads

of the original workload.

B. Code Generation Framework

The generated synthetic program will be a C code with a
header and an outer wrapper loop with a set of two inner
loops, each populated with embedded assembly instructions.
The number of iterations of the outer most wrapper loop
controls the number of dynamic instructions in the generated
synthetic. The number of times each of the inner loops are
iterated controls the data footprint of the generated synthetic.
Each of these inner loops are similar in everything except their
memory access model. The header part of the C code consists
of declaration and memory allocation for the data structures,
which are primarily a set of single dimensional arrays. Out of
the total number of registers in the ISA, a set of registers are
allocated to hold the base addresses of these allocated memory
arrays and another set of registers are used to implement the
predictability of the branches. The structure of our inner most
loop is similar to that of the one proposed by Bell, et al. [5], but
with an improved memory access, branching and ILP models.
Our code generation algorithm uses the information captured
in the profiling phase (as in Figure 2(b)) and synthesizes code
for each of these inner loop as follows,

1) Based on the instruction footprint (SFG information) of
the original workload, the number of basic blocks to be
included in each of the inner most loops is determined.

2) For each basic block to be generated, the instruction
pattern (in terms of instruction type - int, float etc) is
randomly chosen from the pool of instruction patterns (of
the basic blocks) in the original workload. The execution
frequency of each of the patterns in the original workload

governs the number of times that particular pattern is
chosen to be included in the synthetic.

3) If detailed instruction pattern information for the basic
blocks are not available, using the mean, standard devia-
tion of basic block size and the overall global instruction
mix information is used to populate the instructions into
the basic blocks.

4) The basic blocks are bound together by using conditional
branches at the end of each of the basic block. Our
branching model is explained in detail in the later part of
this Section.

5) Using the dependency distance distribution for each of the
instruction types, each instruction in each basic block is
assigned a producer instruction for each of its operands
within the loop. If these producer-consumer instructions
are not compatible with each other, the algorithm moves
above/below, one or more instructions until it finds a
matching producer for each instruction.

6) Destination registers are assigned to each of the instruc-
tions in a round robin fashion using the pool of available
registers. Based on the previously assigned dependencies,
the registers are assigned to various input operands.

7) Each of the load/store instructions is configured based
on the memory model explained in Subsection 2 of this
Section.

8) The number of times this particular inner loop has to be
iterated is decided based on the data foot print of the
original workload as explained in the memory model in
Subsection 2.

9) Outside each of these inner loops, the memory base
registers are reset to the first element of the memory
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arrays to enable temporal locality for the next loop or
the next iteration of the outer wrapper loop.

1) Transition Rate Based Branch Behavior: Some previous
synthetic benchmark generation approaches [5] used the branch
misprediction rate of the different branches of the original
workloads to mimic the branching behavior. In our case, instead
of using the branch predictability, we use the microarchitecture-
independent metric, branch transition rate [18] as used by Joshi
et. al [19] to make the model more robust to microarchitecture
changes. First, the branches that have very low transition rates,
can be generated as always taken or always not taken as they
are easily predictable. The rest of the branches in the synthetic
need to match the transition rate of the corresponding static
branch in the original workload. Those transition rates of the
branch instructions are grouped into a few pools and each of
them is assigned a register. This register is incremented every
iteration of the loop and a modulo operation is used to decide
if a branch is taken or not taken to mimic the transition rate of
that particular pool of branches.

2) Stride Based Memory Access Behavior: Our stride based
memory access model is similar to that of the model used
by Joshi, et al. [4], except for the fact that our model is
more robust as we also use the MLP information of the
workloads along with the stride information to generate the
synthetic. Each of the static loads and stores in the synthetic
benchmark walk one of the allocated memory arrays in a
constant strided pattern until the required data foot print of the
application is touched and after which, they again start from
the beginning of the array. The other integer ALU instructions
in the generated synthetic are used to perform the address
calculation for these loads/stores. Since we have a limitation
on the number of registers that we can use to hold addresses
for these loads/store instructions, we cluster the different stride
values of the loads/stores of the original program and assign
only one register for each of these clusters. A representative
stride value for each of the clusters is chosen. The integer
ALU address calculation instructions add the stride value of
the particular cluster to the allocated register and write the sum
(new address) back into the same register. The loads/stores are
synthesized in such a way that they access the address in this
register assigned to their corresponding cluster.

3) Model for the Memory Level Parallelism: During the
synthesis of the clone, we can achieve the desired MLP in the
synthetic by having control over the following: 1) the placement
of highly strided loads (closer to each other or farther from
each other) 2) the cluster to which these loads get assigned
(i.e., whether they use the same base register or not) and 3) the
number of load-load dependencies 4) Usage of more than one
loop in the synthetic. The highly strided loads are the long-
latency loads which miss in the last level of the cache. By
grouping these long-latency loads, MLP of the synthetic can be
controlled. When two loads share the same base register, the
possibility of the second load accessing the same block as that
of the first load is high and hence, it has an impact on the MLP
of the synthetic. When a load is dependent on another load,

these two load instructions cannot be outstanding misses at the
same time and thus, this also controls the amount of MLP in
the synthetic. Though the first two of the above said techniques
are relatively easier to implement, it is not trivial to make a load
instruction dependent on another load in our memory model due
to walking an uninitialized memory array. If such a dependency
is assigned directly, the ’consumer’ load could access an invalid
memory location. Initializing the memory array in the header of
the synthetic alters the locality behavior of the synthetic. These
special dependencies are handled as indirect dependencies in
our framework by introducing an existing ALU instruction in
the dependence chain to ensure the access to a valid memory
location.

Also, some modern workloads have multiple loops with
varying data access behavior. Say, for example a program
has two loops, one loop to initialize a large data structure
and another loop to perform a set of computations using this
data structure. Such a program will see a lot of misses in its
first initialization loop and when the data structure fits into
the cache, the second execution loop exhibits a good locality.
Modeling such a benchmark in the synthetic with only one
loop and limited instruction footprint is not possible. We need
at least two loops to model memory behaviors where there
are bursty misses and big execution intervals without any
misses. This is the reason for capturing the metric of ”mean
number of consecutive dynamic instructions when there are no
outstanding long-latency loads”. The MLP metric only indicates
the burstiness of long-latency loads when there is at least
one outstanding long-latency load. But, the other metric also
explains how frequently these bursty behaviors happen. Since
this kind of initialization-execution behavior happens only in a
few of our target workloads, in our framework, we analyze this
behavior manually and hand tune the number of iterations of the
first and the second loops based on the metric defined above for
these workloads. The number of iterations of the second loop is
determined based on the average interval of execution in terms
of number of instructions for which there are no outstanding
long-latency loads. The first inner loop in the synthetic can
be used like an initialization phase and the second as the
execution phase (only if required). Most of the workloads that
we have characterized can be modeled with only one loop with
an effective usage of the first three techniques to model MLP.
There are a few workloads like 400.perlbench, 435.gromacs,
444.namd, 445.gobmk, that have intervals of thousands of
dynamic instructions without any long-latency loads and, thus,
require the usage of two loops. Since the characteristics of the
programs are statistically modeled, most of the fine-grained
phase behavior gets averaged out in the synthetic. For very
coarse-grained phase behavior, use of two loops, as described
above helps to approximately model this behavior.

IV. RESULTS AND ANALYSIS

A. Accuracy in the representativeness of the synthetic clones

The accuracies of the synthetic benchmarks in capturing
the performance of the original application is evaluated by
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Fig. 8. Comparison of the Instruction mix of the original and the synthetic workloads. Amongst the two bars shown for each benchmark, the bar on the left
is for the original and that on the right is for the synthetic
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Fig. 7. Comparison of the basic block size between the synthetic and the
original workloads for CPU2006

comparing both microarchitecture dependent and independent
metrics. First, we compare the microarchitecture-independent
metrics like the basic block size, instruction mix, and de-
pendency distance distribution of the original to that of the
synthetic. Figure 7 shows the arithmetic mean of the basic block
sizes of the original and the synthetic in the logarithmic scale.
These arithmetic means were calculated based on the number
of instructions in the basic blocks and the dynamic frequency of
execution of each of the basic blocks. It can be observed that
the basic block sizes of the synthetic match the basic block
sizes of the original with an average error of 3.9%.

The Figures 8(a) and 8(b) show the instruction mix of the
synthetic benchmark and that of the original benchmarks for the
CPU2006 and ImplantBench workloads. It can be found that
the instruction mix of the synthetic matches that of the original
very closely and the average errors are within 5%. Even the
minimal error in the instruction mix occurs when the effective
address calculation for loads/stores or the modulo operation for
the branch needs to be done and there are not enough integer
ALU instructions in the original benchmark. The dependency
distances of the original and the synthetic are compared based
on each of the instruction type and the error is evaluated.
Usually the dependency assigning algorithm does not have to
move up/down more than 2-3 instructions before it successfully
assigns the dependency for our target workloads. While the
average error in dependency distances for various types is
within 7%, the main source of the error is the first operand
of the integer ALU operations. This is due to the changes in
the dependency distances that happen when an integer ALU
instruction is made as a load/store effective address calculation
instruction. In that case, the original dependency distance of

Fig. 9. Machine configurations used: Machine-A for SPEC CPU2006 and
Machine-B for ImplantBench workloads

the integer instruction is overridden by the distance from the
producer of the base address.

The execution time and power consumption of a bench-
mark are the first class performance metrics used in computer
architecture to assess the performance of a benchmark on
a processor/system. Since, we aim at miniaturization of the
workloads in terms of the execution time, Instruction-Per-Cycle
(IPC) and power-per-cycle are the metrics that we have used
to compare the performance of the original and the synthetic
workloads to show the efficacy of the generated synthetics. We
determine both the accuracies of using the synthetics as proxies
to evaluate the performance of a given microarchitecture and
the sensitivity to various micro-architectural design changes.
To evaluate the performance of the CPU2006 workloads, we
simulate both the original and the synthetic on the simoutorder
simulator of SimpleScalar [2] for a typical modern machine
configuration (Machine-A) given in the figure 9. For the exper-
iments on ImplantBench, we use a typical configuration of an
embedded processor (Machine-B) as given in Figure 9. These
machine configurations are the same as used in some previously
published work [19].

As shown in Figure 10(a), the synthetics for CPU2006 have
an average error of 2.8% and a maximum error of 7.7% for
the benchmark 464.h264ref when using the MLP information
in the synthetics. While using the previous synthetic generation
methodologies (without MLP information) as in previous work
[5] [4], the average error in IPC is 15.3% clearly showing the
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Fig. 10. Comparison of IPC between the synthetic and the original workloads
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Fig. 11. Comparison of power-per-cycle between the synthetic and the original workloads

importance of an MLP aware workload generation. It should
be noted that the benchmarks 410.bwaves, 456.cactusADM
and 483.xalancbmk that have high MLP as shown in Figure
6(a) have decreased error rates while using our MLP aware
synthetic clone generation. The importance of modeling the
type of the producer instruction for a consumer load instruction
while modeling the dependency distances can be explained
with 450.soplex as an example. The benchmark 450.soplex
solves a linear program using a simplex algorithm and sparse
linear algebra and it has a lot of load instructions that are
dependent on other load instructions. When this load-load de-
pendency information is not incorporated into the synthetic, this
benchmark results in 40% error compared to 2.7% when using
this information. For IPC and power results, 15 benchmarks
benefit from the 3 automated MLP techniques, 4 benchmarks
benefit from all the 4 MLP techniques (with two loops) and 6
benchmarks do not benefit from the MLP techniques. There is
an error of 4.43% in IPC when only automatic MLP techniques
are used as opposed to 15.3% for MLPunaware. The usage
of two loops with manual intervention reduces the IPC error
further to 2.8%. The accuracies in the IPCs of the ImplantBench
suites are given in Figure 10(b). The average IPC error for the
workloads in the ImplantBench suite is 2.9% and a maximum
error of 7.2%.

To evaluate the power consumption of the synthetic and the
original workloads, we use the Wattch [20] simulator extension
of the SimpleScalar tool set. We use the most aggressive
clock gating setting in Wattch and compare the average power
consumption per cycle of the synthetic and that of the original
workload. Figure 11(a) shows this comparison for CPU2006
and it is to be noted that the average error in power per cycle is
14% and the maximum error is 33% for the benchmark 435.gro-

macs. The average size of basic blocks in this benchmark is
512 instructions in the original and when we try to miniaturize
the benchmark based on the execution frequencies of the basic
blocks, we lose some long basic blocks that have a significant
impact on the power characteristics. If a user is more concerned
about the errors in these benchmarks being so high, the only
solution is to compromise on the speedup to achieve higher
accuracies by including more basic blocks into the synthetic.
The other significant source of error in power-per-cycle for
the remaining benchmarks is due to the fact that the long
running original applications have higher power consumption in
the instruction cache than these relatively very small synthetic
clones. It can be observed that power consumption is mostly
underestimated by the synthetic, bringing up the possibility of
correcting it. For the ImplantBench suite, the average error in
power consumption is 2.5% and a maximum error of 9.2%
which can be seen in Figure 11(b). This error is less than
CPU2006, since these workloads have relatively lower dynamic
number of instructions.

Figures 12(a) and 13(a) show the error in the miss rates in the
Data Level 1 (DL1) cache and the branch misprediction rates
of the synthetic compared to the original workload for SPEC
CPU2006. The average error in the DL1 hit rate for CPU2006
is 1.06% and that in the branch predictability is 1.7%. The
DL1 miss rate comparison for ImplantBench is shown in Figure
12(b). Most of the ImplantBench workloads being simple have
very low L2 miss rates and high branch predictability. Thus,
we only show the accuracies in L2 cache miss rates and branch
predictability of the SPEC CPU2006 workloads. Figure 13(b)
shows the error the miss rate in the Unified Level 2 (UL2)
cache compared to the originals for those benchmarks that
have at least more than 3% of the DL1 accesses reaching
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Fig. 12. Comparison of DL1 miss rate between the synthetic and the original workloads
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Fig. 13. Comparison of UL2 miss rate and branch misprediction rate between the synthetic and the original workloads for CPU2006
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Fig. 14. Comparison of the variation of IPC and power-per-cycle for 433.milc between the synthetic and the original

UL2. When the number of UL2 accesses are too small, the
impact of the accuracy in UL2 miss rates on IPC is also small.
The benchmark 434.zeusmp has a high error in the UL2 miss
rate compared to the original benchmark. It is a computational
fluid dynamics application that is used for the simulation of
astrophysical phenomena. This benchmark has a very large data
footprint compared to any of the other benchmarks that we
have used in this study. It has an almost 1GB of data foot
print for the top 100 million instruction simulation point. This
benchmark has a miss rate of 8.5% in the DL1 and has a miss
rate of only 10% in the UL2. A very detailed modeling of
the working set size at a much smaller granularity in terms of
the dynamic execution interval is required for this benchmark
to capture its overall memory access behavior more precisely
than what is dealt with, in this paper. We do not show the error
rates in the Instruction Level 1 cache because we found that the
number of misses is very small for a typical modern processor
configuration.

B. Accuracy in the sensitivity to design changes

In an architecture study, the accuracy in assessing the perfor-
mance impact of design changes [21] [22] is more important
than assessing the performance for a particular microarchitec-
ture. We evaluate the synthetics to see the sensitivity to various
design changes. We study accuracies for changes in the size
of the Register Update Unit (RUU), Load Store Queue (LSQ),
Branch Target Buffer (BTB), the type of the branch predictor
used, size of the Unified L2 cache, Unified L2 associativity,
Data L1 cache size, Data L1 associativity, issue width, decode
width and the commit width of the machine. The IPC and power
variation for the CPU2006 floating point benchmark 433.milc
to design changes are given in the Figures 14(a) and 14(b)
respectively. 433.milc is one of the benchmarks that is very
sensitive to the different design changes under study.

The correlation coefficients in IPC between the synthetic
and the original for the set of 19 design points as used in
Figure 14(a) are shown in the Figure 15(a) for CPU2006
workloads. The correlation coefficient is directly proportional
to correctness of the synthetic in following the trends of the
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Fig. 15. Correlation coefficient for IPC and power-per-cycle between the synthetic and original for different machine configurations for SPEC CPU2006

0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

A
da
lin
e 

BP
N
 

G
A
 

EL
O
 

LM
G
C 

H
M
M
 

N
J 

pN
N
x 

EC
G
SY
N
 

re
ed

_s
ol
om

on
 

ha
va
l 

KH
A
ZA

D
 

sh
a2
 

av
g 

Co
rr
el
a'

on
 c
oe

ffi
ci
en

t 

ImplantBench Workloads 

(a) IPC

0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

A
da
lin
e 

BP
N
 

G
A
 

EL
O
 

LM
G
C 

H
M
M
 

N
J 

pN
N
x 

EC
G
SY
N
 

re
ed

_s
ol
om

on
 

ha
va
l 

KH
A
ZA

D
 

sh
a2
 

av
g 

Co
rr
el
a'

on
 c
oe

ffi
ci
en

t 

ImplantBench workloads 

(b) Power-per-cycle

Fig. 16. Correlation coefficient between the IPC and power-per-cycle of the synthetic and the original for different machine configurations for ImplantBench

original for the different design points. The average of the
correlation coefficient for IPC is 0.95 for CPU2006. Similarly,
Figure 15(b) shows the correlation coefficients of the synthetic
with the original in assessing the power per cycle metric for
CPU2006 workloads. The average correlation coefficient for
power is 0.98 for CPU2006. Figures 16(a) and 16(b) show the
correlation coefficients for IPC and power consumption for the
ImplantBench workloads. The average correlation coefficient
for IPC is 0.94 and that for power-per-cycle is 0.97 for the
ImplantBench workloads.

C. Cloning selected full runs of CPU2006

Previously, we have shown the efficacy of our synthetic
benchmark generation methodology by cloning the top simula-
tion point of the different workloads in the SPEC CPU2006
suite. This was due to the prohibitive simulation time that
is required to profile the CPU2006 workloads completely for
various machine configurations used in this study. To bring out
the effectiveness of the methodology for cloning complete runs,
we have profiled the complete runs of six workloads that have
relatively less simulation time than others and generated syn-
thetics for these workloads. We have compared the performance
of these synthetics with the original complete run in terms of
the IPC. Figure 17(a) shows the IPC comparison results. The
average error is 3.74% in IPC. The table in Figure 17(b) shows
the dynamic number of instructions in the full run and that
of the synthetic and the speedup that is achieved. An average
speedup of 5 million (in terms of instructions) is achieved for
the six selected workloads.

Our methodology is found to be superior in both accuracy
and miniaturization compared to simulation points. For the 100
Million instruction simpoints used in the study [3], the average

error when using all the simulation points (generated with
max number of simpoints=30) is around 5%. If, say a typical
benchmark had 15 simulation points, the number of dynamic
instructions simulated will be 1500 million instructions. It is
very common to use only one simulation point and the error
should be much higher when only one simulation point is
used. Rather our methodology gives only an error of 3.7%
for synthetics of length less than a million instructions. This
could be attributed to the reason that these synthetic instruction
sequences are constructed based on characteristics of the whole
program, rather simpoint methodology is forced to leave some
characteristics to be able to choose one contiguous dynamic
instruction chunk.

V. LIMITATIONS

The provided synthetics are intended to be used by designers,
who honestly want to explore the design space in early design
stage of a processor. The synthetics should not be used as a sole
method to publish final performance numbers. Other methods
should be used after narrowing down the design space. These
synthetics are not meant to be further optimized by the com-
piler, because, we have incorporated some characteristics that
should be exhibited by the synthetic already using embedded
assembly.

VI. SUMMARY

We have characterized the SPEC CPU2006 workloads mostly
based on microarchitecture-independent characteristics and
have formulated and provided miniaturized synthetic clones [6]
for these workloads to aid in accelerating architecture simula-
tions with simulation speedups of up to 6 orders of magnitude.
Along with that, we also provide the absolute and the relative
accuracies of these synthetics in predicting the performance
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471.omnetpp 730.0 0.12 5692522 
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Fig. 17. IPC comparison and speedup information for complete runs of some CPU2006 workloads

and the power consumption of various microarchitectures.
We compare our MLP aware synthetic benchmark generation
methodology with previous approaches [4] [5] and show that
the synthetic benchmarks generated using our methodology
have 12.5% more accuracy in terms of IPC in the representa-
tiveness of the synthetics to that of the original workloads. The
synthetics generated using our methodology have a correlation
coefficient of 0.95 and 0.98 for IPC and power-per-cycle for the
sensitivity to changes in microarchitecture. The availability of
the provided synthetic clones will enable computer architects
to use these latest workloads instead of the older SPEC suites
for future studies. We have also characterized and provided the
synthetic clones for the futuristic workloads to be used in bio-
implantable systems.
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