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ABSTRACT
Machine Learning (ML)workloads generally contain a significant

amount of matrix computations; hence, hardware accelerators for
ML have been incorporating support for matrix accelerators. With
the popularity of GPUs as hardware accelerators for ML, specialized
matrix accelerators are embedded into GPUs (e.g., Tensor Cores
on NVIDIA GPUs) to significantly improve the performance and
energy efficiency of ML workloads. NVIDIA Tensor Cores and
other matrix accelerators have been designed to support General
Matrix-Matrix Multiplication (GEMM) for many data types. While
previous research has demonstrated impressive performance gains
with Tensor Cores, they primarily focused on Convolutional Neural
Networks (CNNs).

This paper explores Tensor Cores’ performance on various work-
loads, includingGraphConvolutional Networks (GCNs), onNVIDIA
H100 and A100 GPUs. In our experiments with NVIDIA GPUs,
CNNs can achieve 1.91× (TF32) and 2.42× (FP16) end-to-end perfor-
mance improvements with the use of Tensor Cores, whereas GCNs
struggle to surpass a 1.03× (FP16) boost. Some implementations
even experience slowdowns despite software transformation. Addi-
tionally, we explore the potential of Tensor Cores in non-GEMM-
like kernels, providing insights into how software techniques can
map diverse computation patterns onto Tensor Cores. Our investi-
gation encompasses several kernels and end-to-end applications,
aiming to comprehend the nuanced performance impact of Tensor
Cores. Furthermore, we are among the first to present third-party
evaluations of H100 GPU performance over the prior A100 GPU.

CCS CONCEPTS
• General and reference→ Performance;Measurement; Eval-
uation; Experimentation; • Computing methodologies→ Ma-
chine learning.
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1 INTRODUCTION
At the heart of Artificial Intelligence (AI) and Machine Learning

(ML), General Matrix-Matrix Multiplications (GEMMs) are the most
important building blocks for many applications [4, 26, 81]. In 2017,
with the launch of Volta architecture [45], NVIDIA introduced
Tensor Cores in their GPUs to accelerate GEMM. Tensor Core
provides significant performance boost and energy efficiency when
performing GEMM operations, and is accessible either through low-
level assembly or various CUDA libraries [38]. Other manufacturers
followed by integrating matrix accelerators into their GPUs years
later [1, 24]. Recently developed hardware that targets AI and ML,
including FPGA and ASIC, also has matrix accelerators, such as in
Xilinx Versal FPGA [16] and Google TPU ASIC [25].

In this paper, the performance benefits of Tensor Cores are in-
vestigated across multiple workloads. Prior works on Tensor Cores
evaluate Convolutional Neural Networks (CNN) [57, 76] and GEMM
[14, 17]. However, the benefits of Tensor Cores in Graph Convolu-
tional Networks (GCN) [29], which is an important emerging ML
workload, have not been explored. We analyze the performance of
four configurations of the GCN model and several kernels includ-
ing element-wise operations. Another contribution of this paper
is the measurement-based evaluation of ML acceleration using the
NVIDIA H100 GPU. Apart from NVIDIA publications, there have
been very few third-party works evaluating H100 GPUs. This is
also one of the earliest third-party papers to measure and analyze
the performance of H100 compared to its predecessor, A100. While
performance evaluation of H100 appears in prior work [7], they do
not present Tensor Core performance.
The objectives of this study are the following:
• Investigate the performance of the CNN and GCN, both with and
without Tensor Cores, across two generations of NVIDIA GPUs,
A100 [48] and H100 [49], based on hardware measurement.

• Provide third-party performance evaluation of NVIDIA H100
GPU compared to the previous generation GPU, NVIDIA A100.

• Conduct roofline analysis of the workloads to understand their
characteristics and correlation with Tensor Cores performance.

• Develop GEMM-like and non-GEMM-like microbenchmark ker-
nels to understand the performance patterns of Tensor Cores.

• Analyze the floating-point instruction mix of workloads and
shed light on the types of lower precision instructions utilized,
the functional units where they are being executed (e.g., CUDA
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Cores, Tensor Cores), etc. across different networks and training
configurations (e.g., full-precision, mixed-precision).

• Investigate the impact of new data types, such as TF32 [8].
• Investigatewhether code optimizations like reshaping and padding
can make non-GEMM kernels utilize Tensor Cores (eg: Implicit
GEMV vs. Reshaped GEMV for FIR)

The major insights from this study are the following:
• Tensor Cores provides 1.3× to 2.9× improvements in CNNwhereas
only 1.03× in GCN. Among kernels, GEMM, GEMV, and Conv2D
get the benefits while Element-wise and FIR fail to get any im-
provements in spite of transformations.

• Four different CNNs yield an average of 1.93× improvement on
H100 versus the previous A100 GPU. Among the four GCN config-
urations experimented, two yield an impressive 8× improvement
on H100 compared to A100, whereas two of the GCN configura-
tions provide nearly no improvements.

• GCNs have 10× lower arithmetic intensity compared to CNNs,
and benefits from Tensor Cores are difficult to obtain.

• There are performance anomalies while using different CUDA
versions. For instance, the newest CUDA libraries gave improved
performance for manyworkloads, however, for some of the GCNs,
they yielded poorer performance than the older CUDA version.

• Non-GEMM-like kernels struggle to get any performance im-
provements from Tensor Cores, even with data transformations.
Reshaped FIR can use batching in order to reduce performance
overheads, whereas naive FIR is not even supported and cannot
run on Tensor Cores.

2 BACKGROUND AND PRIORWORK
2.1 Tensor Cores

Starting from Volta architecture (2017), NVIDIA GPUs contain
CUDA Cores and Tensor Cores as illustrated in Figure 1. CUDA
Cores are the default (traditional) compute units in GPUs, while
Tensor Cores were later added specifically for accelerating matrix
multiplications, which are abundant inmanymachine learning (ML)
workloads [4, 26, 81]. With libraries provided by NVIDIA, Tensor
Cores quickly became the workhorse for acceleratingMLworkloads
as popular machine learning frameworks, such as PyTorch and
TensorFlow, support Tensor Cores.

2.1.1 Architectural Overview. Figure 2 gives a high-level illustra-
tion of the matrix-multiply-accumulate (MMA) operations per-
formed by Tensor Cores on two 4×4 matrices to produce a 4 × 4
matrix. Essentially, Tensor Cores perform the arithmetic expression
𝐷 = 𝐴 × 𝐵 + 𝐶 where 𝐴, 𝐵,𝐶, 𝐷 are matrices. Larger dimension
matrices are possible using larger Tensor Cores instruction size and
hierarchical matrix multiplication [28].

The NVIDIA Tesla V100 with Volta architecture [45] contains
640 first-generation Tensor Cores across 80 SMs1. The Tensor Cores
in each SM can deliver 1024 FLOPs per cycle, resulting in up to
120 TFLOPs/s FP16 performance [9]. Only half-precision matrix
multiplication is supported in this generation. Thus, the A and B
matrices in Figure 2 are in FP16, while the resulting product matrix

1SM stands for Streaming Multiprocessor, which contains a collection of SIMD Units
referred to as CUDA Cores (e.g., FP64, FP32, INT32), instruction schedulers, registers,
shared memory, L1 cache, and texture cache (Figure 1). GPUs usually have multiple
numbers of SM to achieve even higher parallelism.
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Figure 1: CUDA Cores are the default compute units while Tensor
Cores are additions to accelerate matrix multiplications in GPUs
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Figure 2: Tensor Cores compute 𝐷 = 𝐴 × 𝐵 +𝐶
Table 1: Tensor Cores Evolution and Supported Precision
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1 Volta [45] V100S 80 5120 640 - - ✔ - - - - - ✔ ✔ ✔ - ✔ ✔
2 Turing [46] RTX 6000 72 4608 576 - - ✔ - - ✔ ✔ ✔ ● ✔ ✔ - ✔ ✔
3 Ampere [48] A100 108 6912 432 ✔ ✔ ✔ ✔ - ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
4 Hopper [49] H100 132 16896 528 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
4 Ada [54] L40S 142 18176 568 - ✔ ✔ ✔ ✔ ✔ ✔ ✔ ● ✔ ✔ ✔ ✔ ✔

✔: full-support; ●: support with reduced performance; -: not supported.

can be in either FP16 or FP32. The subsequent version of Tensor
Cores supports more data types as given in Table 1.

The second generation of Tensor Cores was introduced in 2019
with Turing architecture [46] focusing on accelerating the quan-
tized ML inference workload. It supports new data types INT8,
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INT4, and INT1, which are specifically useful for ML inference
workloads that can tolerate lower precision with minimum impact
on model accuracy [34] as well as binary neural networks [32].
Third-generation Tensor Cores, launched with Ampere architec-
ture [48], support new data types such as BFloat16 (BF16) [74] and
TensorFloat32 (TF32) [8] with additional support for accelerating
sparse matrix operations [68]. Moreover, new FP64 support opens
new possibilities for Tensor Cores to be used in HPC and scientific
applications [17]. The fourth-generation Tensor Cores, introduced
in the Hopper architecture [49] in 2022, double the throughput per
SM per cycle compared to its predecessor for all data formats [7]. A
new quarter precision data type (FP8), which supports both e4m3
(4 exponent bits, 3 mantissa bits) for more accuracy and e5m2 (5 ex-
ponent bits, 2 mantissa bits) for more dynamic range [42], is useful
for large language models. More FP64 shapes and new warp-group
level Tensor Cores instructions are introduced, supporting larger
instruction sizes. Fifth-generation Tensor Cores, introduced in the
Blackwell architecture in 2024, support FP6 and FP4 data types.

2.2 Mixed Precision Training
Mixed precision training [41] can help reduce the amount of

memory required to train the model, ease the bandwidth require-
ment (e.g., off-chip memory and inter-node network bandwidth),
and lower the computational power needed. It uses multiple pre-
cision formats; lower precision (e.g., FP16) is used in most of the
network during the training while single precision (e.g., FP32) is
used in the critical parts of the network (e.g., accumulation of gradi-
ents after each optimizer step) to maintain numerical stability and
accuracy. Some of the hardware has FP32 units that can execute
FP16 twice the rate of FP32, such as NVIDIA Pascal architecture
[44], which improves training performance. With many advantages
offered by mixed precision training, vendors try to find even more
efficient data formats to train AI and ML models without sacrificing
the performance of the models. Google introduced BF16, which re-
tains the dynamic range of FP32 in 16-bit format [74], while NVIDIA
introduced TF32, which retains the dynamic range of FP32 while
keeping the accuracy of FP16 in 19-bit format [8].

2.3 Prior Evaluation of Tensor Cores
Since its introduction in 2017, Tensor Cores have been investi-

gated in academic and industry research. Tensor Cores improve
the performance of ML workloads by using mixed precision while
maintaining model accuracy [39]. Memory-bound operations often
see around two times speed-up thanks to the reduced data size (e.g.,
FP16). In contrast, compute-bound operations benefit from Tensor
Cores depending on their arithmetic intensity [40]. Prior studies
show the use of Tensor Cores onNVIDIAV100GPU givesmore than
2× speed-up in training for ResNet50 [57], GNMT [51], Inception
v3, and Vgg16 models [76]. In addition, quantized inference gets up
to 5× higher throughput and lower latency by using Tensor Cores
inside NVIDIA Turing GPU [46] across many models, including
ResNet50 v2, MobileNet v2, and SSD MobileNet v2 [18, 73]. Other
models, including UNet Industrial Defect Segmentation, show a
slight performance drop [58]. Prior works also include arithmetic
accuracy studies for GEMM [2, 34, 59], scientific computation us-
ing double precision on third and fourth-generation Tensor Cores
[14, 17], and mapping GEMM-like application into Tensor Cores

[10], which include Fast Fourier Transform [13], reduction [43],
scientific simulations [11], and linear system solver [19]. However,
prior works mostly focused on convolution and GEMM-like work-
loads. Workloads such as GCNs and non-GEMM-like applications
have not been studied. Finally, a study is done to characterize Ten-
sor Cores latency, throughput, and numerical behavior to get the
low-level detail of Tensor Cores [67]. However, it does not show
how applications behave in different generations of Tensor Cores.

2.4 Programming Tensor Cores
With CUDA, programmers can develop applications that target

NVIDIA GPUs using high-level languages, such as C, C++, Fortran,
and Python. The high-level code is then compiled by a compiler (e.g.,
nvcc) to an intermediate assembly language called PTX (Parallel
Thread eXecution) [27], whose ISA is openly documented [56]. The
PTX instructions are then compiled to device-specific Streaming
Assembly (SASS) either through ahead-of-time compilation using
PTX assembler (e.g., ptxas) or just-in-time compilation by the
display driver [66].

While developing applications that only utilize CUDA Cores
can be done more easily using the high-level language of choice,
developing applications that specifically target Tensor Cores to
achieve higher performance is a different story. The instructions
that run on Tensor Cores perform matrix multiplication and
accumulation (MMA) [38] on a predefined dimension called in-
struction size. The programming model of Tensor Cores constructs
this operation at the warp2 level, which is different than the reg-
ular CUDA model which constructs the operation at the thread
level [39]. Multiple sizes and operands are supported using MMA,
including half-precision (hmma), integer (imma), binary (bmma), and
double-precision (dmma). These instructions is accessed via PTX
through inline assembly.

Since there is a limited number of instruction sizes for Tensor
Cores, tiling must be done for operations that involve arbitrary
dimensions of matrices. This consists of dividing the large matrices
hierarchically at the grid3 level into multiple thread block tiles, and
further decomposing them

into warp tiles with multiple thread tiles utilizing all memory
types in the hierarchy (e.g., global memory, shared memory, register
files) [28]. Moreover, fulfilling the data layout and memory align-
ment requirements of Tensor Cores may not always be straightfor-
ward, especially for applications that have irregular data structures
and computation patterns [15, 61, 75]. It is also challenging to han-
dle sub-byte operations, such as INT4 and INT1 [6]. Therefore,
programming Tensor Cores is an uphill task.

To overcome this issue, NVIDIA provides libraries that imple-
ment various functions that target Tensor Cores [3], and thus in-
stead of having to write in-line assembly for PTX, developers can
call the provided functions from their applications. Among the li-
braries include cuBLAS, cuSPARSE, cuTENSOR, cuDNN, and CUT-
LASS. CUTLASS is the only open-source library from the previous
list that provides C++ template for developing high-performance

2Warp is a group of 32 threads concurrently executing the same instructions in a
lock-step fashion. A collection of warp constitutes a thread block, which runs on an
SM. The scheduler inside the SMwill choose which warp runs based on the readiness of
operands and perform context-switching across warps to hide memory access latency.
3Grid is a collection of thread blocks executing a GPU kernel.
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Table 2: Hardware Configuration
Platform DGX-A100 XE9680

GPU
Model NVIDIA A100 NVIDIA H100

Form Factor SXM4 SXM5
Memory Size & Type 40 GB HBM2 80 GB HBM3
Memory Bandwidth 1,555 GBps 3,350 GBps
# CUDA/Tensor Cores 6912/432 16896/528
FP32 on CUDA Cores 19.5 TFLOP/s 67 TFLOP/s
FP16 on CUDA Cores 39 TFLOP/s 133.8 TFLOP/s
TF32 on Tensor Cores1 156/312 TFLOP/s 494.7/989.4 TFLOP/s
FP16 on Tensor Cores1 312/624 TFLOP/s 989.4/1978.9 TFLOP/s

CPU
Model (# Sockets) EPYC 7742 (2) Xeon 8470 (2)
Base/Turbo Clock 2.25/3.4 GHz 2.00/ 3.80 GHz

Total Cores / Threads 128 / 256 104 / 208
1 Dense/Sparse GEMM performance

matrix multiplications with support for Tensor Cores [70]. Other
libraries such as cuBLAS and cuDNN are closed-source and contain
multiple algorithms and implementations, including kernels from
CUTLASS, to perform linear algebra and neural network operations,
respectively. They use heuristics to choose the most optimized algo-
rithms for a given problem and target devices [33, 72]. Even though
libraries make developing applications that target Tensor Cores
easier, the developer must still take care of data layout and memory
alignment in order to correctly use Tensor Cores.

3 EXPERIMENTAL METHODOLOGY
3.1 Hardware and Software Setup

The experiments in this paper are conducted on two different
platforms, each with different generations of NVIDIA GPU, as
shown in Table 2. The NVIDIA A100 (Ampere) GPU is housed
in the NVIDIA DGX-A100 chassis and features third-generation
Tensor Cores while the NVIDIA H100 (Hopper) GPU is housed
in Dell PowerEdge XE9680 chassis and features fourth-generation
Tensor Cores with double the throughput of its predecessor. Both
GPUs have sparsity support in their Tensor Cores which is expected
to be useful for GCN that has some sparse matrix multiplications
(spMM) [23, 85]. For simplification, NVIDIA A100 and NVIDIA
H100 GPUs will be referred to as A100 and H100, respectively.

On the software side, the DGX-A100 is equipped with CUDA
Toolkit 11.8, alongwith Python 3.11.4 and PyTorch 2.0.1. Meanwhile,
the Dell PowerEdge XE9680 uses CUDA Toolkit 12.0, along with
Python 3.11.4 and PyTorch 2.0.1 built from the source.

3.2 Performance Measurement
The Nsight Compute (ncu) is used to characterize kernels of

each workload to gain access to their low-level detail. Kernel run-
time is measured by collecting gpu__time_duration metric with
cache and clock control disabled. For measuring kernel runtime in
microbenchmark, the kernel is run 100 times and the average is
taken. In addition, instruction count and DRAM transactions are
collected. The FLOPs number is derived from the instruction count
after multiplying with the weight (e.g., fma, fadd, and fmul have
weight of 2, 1, and 1, respectively). The weight of Tensor Cores
instruction is obtained based on instruction size.

The training performance for ML workloads is measured using
a wall clock. For CNN, the model is trained using their respective
dataset in 10 epochs with a default batch size of 128 for Image
Classification and 4 for Object Detection. On the other hand, the
GCN is trained in 1000 epochs because the model and dataset are

small. Wall clock time measurements for determining speed-up
use a large number of epochs while ncu profiling for roofline and
instruction-mix analysis use 2 and 5 epochs for CNNs and GCN,
respectively, to ensure acceptable running times with the profiler.

3.3 Profiling Tensor Cores
The legacy NVIDIA profiling tool nvprof [47] only provides

single metric that indicates whether tensor cores are being used
by a particular GPU kernel, which is accessible through tensor_
precision_fu_utilization metric. This legacy profiling tool is
no longer supported since Ampere. Meanwhile, its successor, the
NVIDIA NSight Compute (ncu) [53] provides access to more valu-
able metrics on Tensor Cores with support starting from Volta.

Prior to CUDA 12.2, ncu provides access to sm__inst_executed
_pipe_tensor_op_xmma to count the number of instructions being
executed by Tensor Cores. It also provides access to measure Tensor
Cores utilization through sm__pipe_tensor_cycles_active and
sm__pipe_tensor_op_xmma_cycles_active. Note that xmma can
be dmma, hmma, and imma. While the metrics are useful to indicate
the interaction of the applications with the Tensor Cores, more
efforts are needed to obtain more characterization metrics, such as
the total number of FLOPS being executed, which is important for
roofline analysis [78]. The instructions being executed on the Tensor
Cores may have different shapes, which contain a different number
of FLOPs per instruction. Sometimes, the kernel name suggests
the instruction size being used [64] (e.g., ampere_h16816gemm_...
means it uses hmma.16x8x16, which contains 4096 FLOPs per in-
struction), but it is difficult and is not a universal solution. Some
instructions are difficult to infer the number of FLOPs without
documentation, such as hfma2.mma that contain 4 FLOPs [31].

Finally, ncu shipped with CUDA 12.2 in June 2023 provides more
detailed information on how many FLOPs (or IOPs) are executed on
Tensor Cores. It provides access to the new metric sm__ops_path_
tensor_src_(in)_dst_(out) where (in) and (out) are input
data type and output data type. respectively. It can also be used
to identify sparse FLOPs and dense FLOPs. These metrics make
profiling applications that target Tensor Cores easier, especially
those that use wgmma.mma_async in Hopper.

3.4 Workload Configuration
To evaluate Tensor Cores’ performance, two groups of workloads

are prepared, consisting of end-to-end ML training and microbench-
mark as shown in Table 3 and 4, respectively.

3.4.1 Machine Learning Workloads. The CNN workloads consist
of four models with two different tasks, as shown in Table 3. The
ResNet50 [21] and EfficientNet [69] are CNN models for image
classification, which are trained using the ImageNet dataset [12].
In addition, Faster-RCNN [62] and RetinaNet [35] are CNN models
for Object Detection, which are trained using COCO dataset [36].

In addition to CNNs, which have been widely evaluated on GPUs,
we also use GCNs as an emerging ML workload for this study. The
GCN consists of only one model [29] with two different tasks: semi-
supervised node classification tasks, either transductive or inductive
[77]. For the transductive approach, PubMed [65] and Chameleon
[63] datasets are used, while for the inductive approach, Yelp [82]
and Reddit [20] datasets are used. Interested readers can obtain
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Table 3: Machine Learning Workload Configuration
Type Model Task Dataset
CNN ResNet50 Image Classification ImageNetCNN EfficientNet
CNN FasterRCNN Object Detection COCOCNN RetinaNet
GNN GCN Node Classification

Transductive
PubMed

GNN GCN Chameleon
GNN GCN Node Classification

Inductive
Reddit

GNN GCN Yelp

Table 4: Microbenchmark Kernels Configuration
Type ID Dimension Config

GEMM
{m,n,k}

512 {512,512,512} fp32
fp16.1688
fp16.16816

2K {2048,2048,2048}
8K {8192,8192,8192}
32K {32768,32768,32768}

GEMV
{m,1,k}

512 {512,1,512} fp32
fp16.1688
fp16.16816

2K {2048,1,2048}
8K {8192,1,8192}
32K {32768,1,32768}

Conv2D
{N,H,W,C};
{K,R,S};
{U,V}

A {64,1024,1024,32}; {16,32,32}; {1,1}

fp32
fp16

B {64,1024,1024,32}; {16,32,32}; {1,1}
C {256,512,512,32}; {16,32,32}; {1,1}
D {64,1024,1024,32}; {16,4,4}; {8,8}
E {32,512,512,256}; {16,32,32}; {1,1}
F {32,512,512,32}; {256,32,32}; {1,1}

FIR
{s,f}

8M4 {8388608, 4}

fp32.af
fp16.ig
fp16.rg

8M8 {8388608, 8}
32M8 {33554432, 8}
32M16 {33554432, 16}
128M16 {134217728, 16}
128M32 {134217728, 32}

ElWiseAdd
{v}

256K {262144}
fp32
fp16

4M {4194304}
64M {67108864}
1B {1073741824}

more details from the original paper [29], a review by Zhang et al.
[83, 84], and a summary by Heidar et al. [22],

PyTorch [60] is used as the framework to perform ML training in
this experiment. All of the CNNmodels are taken from TorchVision
[37] while the GCN model is taken from CogDL [5], a research
toolkit for deep learning graphs. This toolkit integrates the original
code from Kipf et al. [29] with built-in methods to load various
datasets, making it easier to do experiments. For the FP32 (full-
precision) training flow, PyTorch Automatic Mixed Precision (AMP)
is disabled to avoid Tensor Cores usage, while for the FP16 (mixed-
precision), AMP is enabled, allowing Tensor Cores usage.

3.4.2 Microbenchmark Kernels. The microbenchmark consists of
five kernels with configurations given in Table 4. The kernels are
developed using C++ and CUDA which target CUDA Cores or
Tensor Cores. The kernels have customizable precision, input di-
mensions, target execution units, and libraries. Except otherwise
noted, CUTLASS [70] is the library used for two reasons: 1) CUT-
LASS is open-source, which allows modification of template header
or low-level assembly; and 2) CUTLASS is deterministic in terms
of overall execution, which allows using application replay in ncu
for profiling while cuBLAS use heuristics to choose the best kernel
depending on problem size and device. The FP32 and F16 imple-
mentations target CUDA Cores and Tensor Cores, respectively.
• GEMM: General matrix-matrix multiply with dimensions {m,n,k}
denoting 𝐴𝑚×𝑛 × 𝐵𝑛×𝑘 = 𝐶𝑚×𝑘 where 𝐴, 𝐵,𝐶 are matrices.
GEMM is well-supported by CUTLASS, which has one of the
most efficient hierarchical GEMMs supporting CUDA Cores or
Tensor Cores. However, data layout inmemorymust be taken care

of carefully [28]. FP16 implementation uses two Tensor Cores in-
structions: hmma.16816 (fp16.16816) and hmma.1688 (fp16.1688).

• GEMV: General matrix-vector multiply with dimensions {m,1,k}
can be viewed as a special case of GEMM. It follows the same
implementation as GEMM.

• Conv2D: Two-dimension convolution is decomposed into im-
plicit GEMM [86] by CUTLASS on CUDA Cores or Tensor Cores.
The Conv2D kernel has multiple configurations with {N,H,W,C}
denotes batch size, height, width, and number of input channels,
respectively. In contrast, {K,R,S} denotes the number of chan-
nels, height, and width of the filter, respectively. The {U,V} are
horizontal and vertical stride, respectively.

• FIR: 1D Finite Impulse Response filtering which operates on
1D signal 𝑠 and 1D filter 𝑓 . The FP32 uses the ArrayFire library
(fp32.af) [79] while the FP16 implementation is not supported by
Tensor Cores by default. Although earlier studies have tried to
map FIR into Tensor Cores, they use 2D signals and filters [30].
Therefore, for the purpose of this experiment, two approaches to
map 1D FIR into Tensor Cores are proposed as follows:
– Implicit GEMV (fp16.ig): This approach is done by modifying
CUTLASS implicit GEMM into implicit GEMV. Due to memory
alignment requirements, many zero-padding needs to be added,
resulting in 64× more operations than is necessary.

– Reshaped GEMV (fp16.rg): Another approach is to construct
a matrix from a 1D signal, which will be multiplied by the
vector containing the filter. Suppose a filter 𝑓 = {𝑓0 𝑓1 𝑓2} is
applied into input signal 𝑠 = {𝑠0 𝑠1 𝑠2 𝑠3}. Then, a 4×3 matrix is
constructed with first row {0 0 𝑠0}, second row {0 𝑠0 𝑠1}, third
row {𝑠0 𝑠1 𝑠2}, and fourth row {𝑠1 𝑠2 𝑠3}. Then, a GEMV can be
performed between the signal matrix and the filter vector. This
approach has one drawback regarding data reuse and memory
usage where the same data appears multiple times (e.g., 𝑠0 in
the first row is the same data as 𝑠0 in the second row but stored
twice in the memory).

• ElWiseAdd: Element-wise vector addition operates on two vec-
tors of the same configurable lengths {𝑣}. The FP32 implementa-
tion (fp32) uses only C++, while the FP16 implementation (fp16)
is not supported in Tensor Cores. While cuBLAS supports vector
addition operation, which can be represented by 𝑎𝑥 + 𝑦 with
scaling factor 𝑎 = 1, at the time of writing, cuBLAS only supports
this operation in CUDA Cores for single precision and double
precision with no Tensor Cores support [50]. Therefore, to be
able to run vector addition in Tensor Cores, both vectors must be
transformed into matrices to follow the Tensor Cores operation
shown in Figure 2 with matrix 𝐵 being an identity matrix and
matrix 𝐴 and 𝐶 are the two input vectors. The multiplication
cannot be skipped as it is the basic operation of Tensor Cores (i.e.,
mma), resulting in expensive computation and memory access.

4 EVALUATION & DISCUSSION
4.1 What do Tensor Cores bring to the table

over CUDA Cores?
Tensor Cores provide a significant jump in compute throughput

for GEMM and GEMM-like kernels if specific precisions are used.
Figure 3 presents the speed-up achieved for CNN and GCN work-
loads (Table 3), and microbenchmark kernels (Table 4) on H100.
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Figure 3: The speed-up obtained by using Tensor Cores over CUDA Cores on H100 across CNN/GCN workloads, and microbenchmark kernels.
CNNs, Conv2D, and GEMM/GEMV are high performers with G, B, and U indicate Good, Bad, and Ugly, respectively.

4.1.1 CNN Workloads. Figure 3-a illustrates that going from FP32
onCUDACores to TF32 on Tensor Cores gives an average 1.91× speed-
up while going from FP32 on CUDA Cores to FP16 on Tensor Cores
gives an average 2.42× speed-up. To run FP32 full precision training
on CUDA Cores as the baseline, PyTorch Automatic Mixed Preci-
sion (AMP) is explicitly disabled. However, the underlying CUDA
libraries (e.g., cuBLAS, cuDNN) automatically demote FP32 to TF32
[8] to take advantage of Tensor Cores. Hence, an environment vari-
able NVIDIA_TF32_OVERRIDE=0 is set to tell CUDA libraries not
to use TF32 explicitly. As a result, there are three configurations
shown in Figure 3-a: full precision FP32 (blue), full precision TF32
(green), and mixed precision FP16 (purple).
4.1.2 GCN Workloads. Unlike CNN, GCN uses FP32 by default for
full precision training, most likely due to the CogDL [5] that does
not take advantage of TF32 on the underlying CUDA libraries. Fur-
thermore, as shown in Figure 3-b, it only sees an average speed-up
of 1.03× when going from FP32 on CUDA Cores to FP16 on Tensor
Cores. Further explanation using rooflines and matrix instruction
usage is provided in Section 4.2.4 and Section 4.3.2.

4.1.3 Microbenchmark Kernels. In summary, GEMM, GEMV, and
Conv2D kernels get the performance benefit while FIR and El-
WiseAdd experience performance degradation, as discussed below.
• GEMM: GEMM gets an average speed-up of 7.69× and 9.14× for
fp16.1688 and fp16.16816, respectively, as shown in Figure 3-c.
The highest speed-up is observed with GEMM_8K at 9.32× for
fp16.1688 and 11.89× for fp16.16816, before dropping to 7.25× and
7.20× , respectively, for GEMM_32K. The GEMM_32K has vastly
more elements (200M for GEMM_8K vs. 3.2B for GEMM_32K)
and more intermediate results, exacerbating the data movement
between on-chip and off-chip memory, which will become clear
when we perform roofline analysis in Section 4.2.5.

• GEMV: GEMV gets performance benefits from Tensor Cores,
although its average speed-up is lower than GEMM due to its
lower arithmetic intensity. The achieved average speed-up is
7.82× for fp16.1688 and 8.96× for fp16.16816 (Figure 3-c).

• Conv2D: Since Conv2D is decomposed into implicit GEMM, it
can take advantage of Tensor Cores; it achieves an average speed-
up of 6.99× (Figure 3-d). The highest speed-up of 12.42× comes
from Conv2D_E, whose reason will become clear in Section 4.2.5.

• FIR: Both FP16 implementations that target Tensor Cores show
significant performance degradation as shown in Figure 3-e; the
fp16.rg and fp16.ig only achieve an average of 0.30× and 0.01× per-
formance achieved by fp32.ar that runs on CUDA Cores, respec-
tively. The fp16.rg has redundant operations (Section 3.4.2), caus-
ing the performance drop for larger signal and filter dimensions.
The fp16.ig is even more slower than the fp16.rg because of the
64 times more operations it needs to perform due to the zero-
padding (Section 3.4.2). Even if there is a way to make these
additional operations useful (e.g., having batched inputs with the
same FIR filter or multiple independent FIR filters), it still cannot
compete with the fp32.ar for large signal size (dashed green bars).

• ElWiseAdd: Like the FIR, ElWiseAdd also sees performance
degradation, especially for larger dimensions, where it achieves
an average of 0.25× performance offered by CUDA Cores as
shown in Figure 3-f. While the matrix addition is fast, the mul-
tiplication with the identity matrix that cannot be skipped is
expensive, especially in larger dimensions (Section 3.4.2).

4.2 Is Compute the Bottleneck or Memory?
4.2.1 Overview of Roofline Model. We use roofline charts [78]
to visualize the achieved performance of applications or kernels
compared to the hardware’s compute capabilities and draw insights
on the arithmetic intensity of applications. Both axes of the model
are plotted in logarithmic scale: the y-axis represents the compute
throughput (e.g., floating-point operations per second) while the
x-axis represents the arithmetic intensity, which is the amount of
computing that can be done per byte of data (e.g., floating-point
operations per byte). The hardware roofline model, which can be
obtained theoretically (e.g., from manufacturer datasheet, such as
the data provided in Table 2) or empirically (e.g., using Empirical
Roofline Toolkit [80]), consists of peak compute throughput, drawn
as the roof, and the peak memory bandwidth (e.g., off-chip memory,
cache bandwidth), drawn as the slope. Using data obtained from
profiling tools (e.g., execution duration, the number of operations,
and the number of memory read and write), the position of each
application or kernel in the roofline chart can be determined, which
gives insight whether the application or kernel is compute- (i.e.,
closer to the roof) or memory-bound (i.e., closer to the slope) and
what optimization techniques should be performed.
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Figure 4: The roofline model for H100 (obtained using ERT), and the characterization of CNN/GCN workloads, and microbenchmark kernels.
GCN has less than 1K flops/byte while Conv2D goes above 100K flops/byte. Diamond shape indicates baseline without Tensor Cores and
triangles/circles indicate Tensor Cores versions.

4.2.2 H100 Roofline Model. Figure 4 shows the hardware roofline
model for H100, obtained using ERT [80]. There are two points to
highlight: 1) The roofs represent the peak compute throughput of
the CUDA Cores: 64.64 TFLOP/s for FP16 (FP16-CC), 64.12 TFLOP/s
for FP32 (FP32-CC), and 32.82 TFLOP/s for FP64 (FP64-CC) since,
at the time of writing, ERT does not support hmma nor hgmma to
measure the peak compute throughput of Tensor Cores (FP16-TC);
and 2) the ERT is only able to achieve 50% of the theoretical compute
throughput of FP16 on CUDA Cores (Table 2). The latter may be
caused by two reasons: 1) ERT may need to be updated to account
for new architecture, or 2) The CUDA Cores of Hopper may have
the same FP16 compute throughput as the FP32. This happens with
Ada Lovelace [54] (e.g., NVIDIA L40S [55]), which shares some of
the architecture with Hopper, although Hopper datasheet mentions
FP16 to be twice the rate of FP32 on CUDA Cores [49]. For the
bandwidth, ERT is able to achieve 2,832 GBps on the HBM3 DRAM
(84.5% of 3,350 GBps theoretical bandwidth for H100).

4.2.3 CNN Workloads. The use of TF32 during full precision train-
ing (Section 4.1.1) allows all models to achieve significantly higher
GFLOP/s, with some exceeding the FP32-CC roof, by leveraging
Tensor Cores (Figure 4-a). The performance improvements in using
TF32 compared to FP32 for full-precision training are two folds:
1) Convolution operations, which are abundant in CNN, can be
done on Tensor Cores, which have significantly higher compute
throughput than CUDA Cores; and 2) TF32 has lower 19-bit data
size compared to FP32 32-bit data size, which reduces the pressure
on the memory bandwidth. Furthermore, the use of FP16 on mixed
precision training by enabling PyTorch Automatic Mixed Precision
improves performance even further, which comes from the ability
of Tensor Cores to compute FP16 at twice the rate of TF32 and

slightly lower data size (16-bit FP16 vs. 19-bit TF32). Special men-
tion goes to FasterRCNN, shown in orange color, which gets the
most benefits (i.e., biggest change in FLOPs/byte) from reduced
memory bandwidth by switching from TF32 to FP16.
4.2.4 GCN Workloads. In general, all of the GCN workloads are
memory-bound, even after switching from full-precision training
(FP32) to mixed-precision training (FP16) as shown in Figure 4-b.
The use of Tensor Cores for mixed-precision training has very few
improvements in performance as discussed in Section 4.1.2; only
PubMed, shown in green, enjoys some improvements compared
to other GCN configurations in terms of arithmetic intensity and
achieved compute throughput. However, it does not translate to pos-
itive speed-up (Figure 3) due to extra operations needed when using
Tensor Cores (e.g., COO to CSR sparse matrix format conversion).
4.2.5 Microbenchmark Kernels. The roofline analysis for each ker-
nel of the microbenchmark is given as follows.
• GEMM: The GEMM kernels are shown in dark blue, light blue,
dark green, and light green colors in Figure 4-c. The dimension
of GEMM_512 (dark blue) is too small to take advantage of the
compute throughput offered by either CUDA Cores (diamond) or
Tensor Cores (triangle and circle). Meanwhile, the other GEMM
configurations (GEMM_2K, GEMM_8K, GEMM_32K) in FP32 (di-
amond) can almost saturate the FP32 compute throughput offered
by CUDA Cores (i.e., almost hitting the roof of FP32-CC). The
FP16 version of GEMM_8K and GEMM_32K (dark green trian-
gle, green triangle, dark green circle, and green circle) can push
through the roof of FP16-CC thanks to the use of Tensor Cores
until the memory bandwidth of HBM3DRAM becomes their limit.
The theoretical FP16 performance of the Tensor Cores in H100 is
989 TFLOP/s (Table 2), which most likely won’t be achieved by
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GEMM due to memory bandwidth limitation. The use of larger
hmma.16816 (fp16.16816), denoted by circle, gives higher compute
throughput compared to the hmma.1688 (fp16.1688), denoted by
triangle, while giving the same arithmetic intensity. Finally, it is
worth mentioning that the GEMM_2K has a significantly higher
FLOP/byte compared to other configurations. The dimension of
the matrices is small enough to fit into on-chip memory. The 12
Million (2048×2048×3) FP16 elements have a total size of around
24 MB while H100 has 33 MB of registers, 33 MB of combined L1
Cache and Shared Memory, and 50 MB of L2 cache.

• GEMV: The GEMV kernels are shown in orange, yellow, pur-
ple, and violet colors in Figure 4-c. GEMV has lower data reuse
compared to GEMM, and hence lower arithmetic intensity (i.e.,
located to the left of GEMM counterparts) and lower number
of operations, especially for lower dimensions GEMV_512 and
GEMV_2K (orange and yellow) whose FP32 versions (diamond)
cannot fully utilize the available CUDA Cores on H100. On the
other hand, the largest dimension (GEMV_32K) can almost hit
the FP32-CC roof. Moving to FP16 versions (triangle and circle),
only GEMV_8K and GEMV_32K can push through the roof of
FP16-CC until they hit the memory bandwidth slope. Like the
GEMM, the use of hmma.16816 (fp16.16816) gives higher compute
throughput compared to the hmma.1688 (fp16.16816) on GEMV.

• Conv2D: As mentioned earlier in Section 3.4.2, the 2D Convolu-
tion is decomposed into implicit GEMM. The 2D convolution has
more data reuse compared to GEMM, where the data reuse mostly
comes from the use of 2D filters, which are applied to many 2D
input signals. As shown in Figure 4-d, in general, both FP32 (di-
amond) and FP16 (circle) of Conv2D almost reach the roof of
FP32-CC and the theoretical roof of FP16-TC (drawn as a dashed
red line), respectively. The Conv2D_A (dark blue) and Conv2D_B
(light blue), which have sixteen 32×32 filters (Table 4), have the
most data reuse, leading to the highest arithmetic intensity (i.e.,
located to the right side of the roofline chart). The amount ofmem-
ory needed to store all of these filters in both FP32 and FP16 are
64 KB and 32 KB, respectively, which can be stored sufficiently in-
side the shared memory of H100 (256 KB of combined L1+Shared
memory per SM). On the other hand, Conv2D_C (dark green)
and Conv2D_D (light green) have the least data reuse due to the
smaller size of filters being used (Conv2D_C) and the larger con-
volution stride (Conv2D_D). Moving to FP16 with Tensor Cores
(circle), all Conv2D configurations push through the FP16-CC
roof. Special mention goes to Conv2D_E (orange) with its 256
input channels and smaller 512×512 input signals that allow for
more data reuse. It almost achieves the theoretical FP16 peak
performance of Tensor Cores, followed by Conv2D_F (yellow).

• FIR: Figure 4-e shows three clusters of workloads, which corre-
spond to three implementations of FIR as discussed in (Section
3.4.2): fp32.ar (diamond), fp16.rg (circle), and fp16.ig (triangle).
The FP32 version (fp32.ar) is already bandwidth-limited, with all
of them positioned near each other at the slope of HBM3 DRAM.
This also indicates that Tensor Cores cannot accelerate FIR as it
is already bandwidth limited, unlike GEMM, GEMV, and Conv2D.
The fp16.rg implementation has higher arithmetic intensity due
to the redundant operations as a result of how the signal’s data
is laid out to form a matrix as discussed in Section 3.4.2. On the
other hand, the fp16.ig tries to mimic the implicit GEMM that

Conv2D has, except it uses implicit GEMV. Nevertheless, both
approaches to map FIR to Tensor Cores (fp16.ig and fp16.rg) show
unfavorable results compared to the fp32.ar on CUDA Cores.

• ElWiseAdd: Figure 4-f shows the FP32 version (diamond) of
element-wise addition is already memory-bound with very low
arithmetic intensity, hitting the slope of HBM3 DRAM bandwidth.
On the other hand, the FP16 version (circle) has higher compute
throughput and arithmetic intensity, which solely comes from
the fact that the element-wise addition must be transformed to
matrix-multiply-accumulate operations to be able to use Ten-
sor Cores. Sadly, this does not improve performance since the
multiplication is expensive, especially for large matrix sizes.

4.3 What Percentage of Floating-Point
Instructions Offloaded to Tensor Cores?

Figure 5 shows the floating-point instruction/operation mix for
CNN, GCN, and microbenchmark kernels. Since Tensor Cores in-
struction performs multiple floating-point operations, the weighted
numbers are used (Section 3.2). The instruction/operation mix gives
insight into what instructions could be offloaded to Tensor Cores.

4.3.1 CNNWorkloads. As previously discussed in Section 4.2.3, the
underlying CUDA libraries demote the FP32 to TF32 for full preci-
sion training in order to use Tensor Cores. This is further confirmed
by the instruction mix shown in Figure 5 (top four sets) where
most floating-point instructions are TF32 running on Tensor Cores
with hmma.1688 instructions shown as yellow bar (e.g., GEMM
kernel sm80_xmma..._tf32f32...) and newer hgmma shown as
olive-green bar (e.g., GEMM kernel sm90_xmma..._tf32f32...).
Small percentage of operations are still executed by CUDA Cores
as shown by the green (FP16) and blue (FP32) bar, which come from
kernels that cannot be mapped into Tensor Cores (e.g., element-
wise). Moving to mixed precision training with FP16, the composi-
tion is largely the same with FP16 running on Tensor Cores with
hmma.1688 (light orange bar), hmma.16816 (dark orange bar), and
newer hgmma (dark brown bar) instructions. It is worth mentioning
that ncu shipped with CUDA 12.2 is used to calculate the number of
floating-point operations that hgmma instructions do as it is difficult
to infer this information from kernel name alone (Section 3.3).

4.3.2 GCN Workloads. Unlike CNN, the full precision training
on GCN uses FP32 on CUDA Cores as shown in Figure 5 (mid-
dle four sets of bars) where majority of the instructions are ffma.
Moving to mixed precision training with FP16, none of them use
the newer hgmma instructions on Tensor Cores; the majority use
hmma.1688 and hmma.16816 with Chameleon is observed to use
older wmma.161616 instructions. In addition, a small number of
FP32 and FP16 instructions are executed on CUDA Cores, particu-
larly for element-wise kernels, which are many in GCN workloads,
outweighing the speed-up provided by Tensor Cores.

4.3.3 Microbenchmark Kernels. Unlike CNN and GCN workloads,
the data type and instruction size used in the microbenchmark
kernels can be specified explicitly. The lowest four sets of bars
illustrate the microbenchmarks in Figure 5.
• GEMM, GEMV, and Conv2D: Both GEMM and GEMV have the
instructionmix corresponding to the data type and the instruction
size used: FP32 mostly uses ffma on CUDA Cores (blue bar)
while FP16 mostly uses either hmma.1688 (light orange bar) or
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Figure 5: The floating-point instruction mix of CNNs, GCNs, and
microbenchmark kernels on H100 utilizing CUDA libraries (e.g.,
cuDNN, cuBLAS, CUTLASS). Note that full precision training in CNN
will, by default, use TF32 instead of FP32. Yellow/brown/orange/red
run in Tensor Cores and blue/green run in CUDA Cores.

hmma.16816 (dark orange bar) on Tensor Cores. Since Conv2D is
decomposed to implicit GEMM, it follows the behavior of GEMM.

• FIR: The fp32.ar implementation uses ffma and hfma that runs on
CUDA Cores. On the other hand, the fp16.rg implementation still
has themajority of the FP16 instructions executed in CUDACores
as hfma (green bar) while some of the instructions are executed in
Tensor Cores with hmma.16816 instructions. Finally, the fp16.ig
implementation spends the majority of the instructions on Tensor
Cores as hmma.16816. Only a small percentage of Tensor-Core-
bound instructions are useful since most of them are due to
padding and memory alignment.

• ElWiseAdd: The FP32 implementation uses fadd on CUDA
Cores while the FP16 implementation uses hmma.16816 on Ten-
sor Cores. Unfortunately, for FP16, most of the instructions are
spent on the expensive matrix-multiply operations, which are
not useful since the only useful operation is addition.

4.4 How much more performance does H100
provide over A100?

Table 2 shows the theoretical peak performance of H100 is 3.4× in
FP32 and FP16 on CUDA Cores and 3.2× in TF32 and FP16 on Ten-
sor Cores compared to A100. The H100 achieves these theoreti-
cal performance improvements by having 2.5× higher number of
CUDA Cores (16896 vs. 6912), doubling the Tensor Cores through-
put per SM per cycle, doubling the memory bandwidth (3.3 TB/s vs.
1.5 TB/s), pushing the TDP higher (700 W vs. 400 W), running at
higher sustained clock frequency (1980 MHz vs. 1410 MHz), and
having other new features that help with execution efficiency. This
section compares the achieved performance improvements of H100
over its predecessor, the A100, for the experimented CNNs, GCNs,
and microbenchmark kernels as shown in Figure 6.

4.4.1 CNN Workloads. The H100 achieves an average of 1.96×,
1.96×, and 1.88× speed-up for FP32 on CUDA Cores, TF32 on Tensor
Cores, and FP16 on Tensor Cores, respectively, across four CNN
workloads over A100 as shown in Figure 6-a.

4.4.2 GCN Workloads. Figure 6-b shows the speed-up achieved by
H100 over A100 on GCN. We observed a significantly high speedup
on GCN with Yelp and Reddit datasets. For GCN with PubMed
and Chameleon datasets, performance improvements on H100 over
A100 are insignificant, with an average speed-up of 1.12×. When
running GCN training on H100 with CUDA 12.0, the Chameleon
mixed precision training flow is broken while its full precision
shows double the time needed compared to A100. Reverting back to
CUDA 11.8 solves the issue. Interestingly, it is the other way around
for both Yelp and Reddit which enjoy significant improvements
when using CUDA 12.0 on H100 for two reasons: 1) sparse-matrix
multiplication (spmm [23]) kernel is being used, which is not found
when running on A100; 2) the use of newer hgmma instruction.

4.4.3 Microbenchmark Kernels. The microbenchmark kernels that
target Tensor Cores use either hmma.1688 and hmma.16816 instruc-
tions; none of them use the newer hgmma instructions supported by
H100, which may affect the attainable performance.
• GEMM, GEMV, and Conv2D: H100 achieves average speed-up
of 3.01×, and 2.36×, and 1.98× for GEMM with FP32 on CUDA
Cores, FP16 using hmma.16816 on Tensor Cores, and FP16 using
hmma.1688 on Tensor Cores, respectively over A100 (Figure 6-c).
The speed-up is lower for GEMV with an average of 2.74×, 2.00×,

186



ICPE ’24, May 7–11, 2024, London, United Kingdom Bagus Hanindhito & Lizy K. John
S

p
e

e
d

-u
p

 o
v

e
r 

A
10

0

CNN

fp32 (CC) tf32 (TC) fp16 (TC)

1

2

3

0

ResNet50

FasterRCNN

EfficientNet

RetinaNet

a

S
p

e
e

d
-u

p
 o

v
e

r 
A

10
0

fp32 (CC) fp16 (TC)

2

4

6

0

b

8

10
ChameleonPubMed RedditYelp

GCN

S
p

e
e

d
-u

p
 o

v
e

r 
A

10
0

GEMM

fp32 (CC) fp16 (TC) fp16 (TC)

1

2

3

0

512 8K2K 32K

c

4
S

p
e

e
d

-u
p

 o
v

e
r 

A
10

0

GEMV

fp32 (CC) fp16 (TC) fp16 (TC)

1

2

3

0

512 8K2K 32K

d

4
S

p
e

e
d

-u
p

 o
v

e
r 

A
10

0

fp32 (CC) fp16 (TC)f

ElWiseAdd

4M256 1B64M

1

2

3

0

4

S
p

e
e

d
-u

p
 o

v
e

r 
A

10
0

fp32 (CC) fp16 (TC)e

Conv2D

1

2

3

0

DC FEBA

S
p

e
e

d
-u

p
 o

v
e

r 
A

10
0

FIR

fp32.ar (CC) fp16.rg (TC) fp16.ig (TC)

1

2

3

0
g

32M1632M8 128M32128M168M88M4

hmma.16816 hmma.1688hmma.16816 hmma.1688

Figure 6: Significant speed-up is achieved by H100 over A100 for
most benchmarks. Red line indicates A100 performance (baseline).

and 1.65×, respectively, due to lower arithmetic intensity (Fig-
ure 6-d). Finally, H100 reaches an average speed-up of 2.45× and
2.20× on Conv2D for FP32 (CUDA Cores) and FP16 (Tensor Cores)
over A100, respectively (Figure 6-e).

• FIR and ElWiseAdd: While FIR (Figure 6-f) and ElWiseAdd
(Figure 6-e) do not benefit from Tensor Cores, H100 achieved an
average speed-up of 1.62×, 1.23×, 2.21×, 1.78×, and 2.37× for FIR
fp32.ar, FIR fp16.rg, FIR fp32.ig, ElWiseAdd FP32, and ElWiseAdd
FP16, respectively.

4.5 Discussion
4.5.1 Empirical Roofline Toolkit. The ERT [80] is a useful tool for
creating a roofline model of the hardware. However, it does not
have support to find the roof for Tensor Cores using either mma or
wgmma.mma_async. From the roofline analysis (Figure 4), Conv2D
is one of the likely kernels that can be used to measure the roof of
Tensor Cores performance, since it can almost reach the theoretical
peak throughput of Tensor Cores.
4.5.2 Profiling non-deterministic application. While it is recom-
mended to use application replay when profiling using ncu [52]
to avoid the overhead of kernel replay, profiling non-deterministic
workloads such as ML training flows [87] may need to use kernel
replay instead. Although we have followed steps to maintain re-
producibility and control randomness in PyTorch [71], ncu with
application replay is unable to consolidate profiling results due

to the mismatch in kernel names and kernel launch parameters,
which is an indication that the applications do not take the same
execution path every time it runs during the replay.
4.5.3 Reshaping Optimizations. Both FIR and ElWiseAdd will not
run on Tensor Cores without reshaping optimization to map them
into GEMM-like operations (Section 3.4.2). Unfortunately, reshap-
ing comes with costs due to memory alignment and padding, mak-
ing the performance benefit of Tensor Cores difficult to come by.
Finer control of Tensor Cores (e.g., the ability to skip the multi-
plication on MMA operations) may be beneficial for element-wise
operations that often follow GEMM/GEMV operations by fusing
both GEMM kernels and element-wise kernels to significantly re-
duce data movement and kernel switching overhead.
4.5.4 TensorFloat32. The TensorFloat32 (TF32) was introduced by
NVIDIA along with third-generation Tensor Cores (Section 2.1)
[8]. TF32 is a 19-bit data type with 8-bit exponent to retain the
dynamic range of FP32 and 10-bit mantissa to achieve the same
accuracy as FP16, which has been proven to be sufficient for ML
workloads. Since TF32 can run on Tensor Cores and gives signifi-
cant speed-up over FP32 on CUDA Cores, many frameworks that
rely on NVIDIA libraries allow the demotion of FP32 to TF32 (e.g.,
through option CUBLAS_TF32_TENSOR_OP_MATH on cuBLAS) if the
GPU supports TF32. While this may work fine for many ML work-
loads, it may cause numerical instability for applications where
accuracy is important, such as in HPC applications. Therefore, mak-
ing sure of precision to use is important (e.g., explicitly configure
CUDA libraries to keep using FP32 when needed).

5 CONCLUSION
Tensor Cores provide significant speed-up for applications that

have abundant GEMM operations. CNNs yield "Good" improve-
ments with Tensor Cores, exemplified by the average speedups of
1.91× and 2.42× with TF32 and FP16 training, respectively, com-
pared to FP32 training running on the CUDA Cores. Kernels like
GEMM, GEMV, and Conv2D also show "Good" advantage of Tensor
Cores with an impressive 8.4×, 8.39×, and 6.99× average speed-up,
respectively. The Conv2D kernel almost saturates the FP16 theo-
retical performance of Tensor Cores on H100. On the other hand,
FIR and ElWiseAdd kernels show performance degradation when
running on Tensor Cores despite code transformations, making
them "Ugly" kernels for Tensor Cores. Furthermore, GCN improve-
ment with Tensor Cores can be classified as "Bad" since they only
achieved 1.03× average speed-up and are sensitive to the changes
in library versions. Finally, H100 gives an impressive 2.33× average
speed-up across CNNs, GCNs, and microbenchmark kernels over
A100. These speed-ups are mostly due to the H100 having 2.5×more
CUDA Cores, double the throughput of Tensor Cores, and double
the memory bandwidth compared to the A100.
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