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Abstract tion for fewer available communication points causes

A binary CDMA bus is proposed as a communications longer queueing delays. The bus utilization increases, and
interconnect for multiprocessor systems. The binary throughput suffers.
CDMA bus is a digital bus which incorporates spread-  Contention and queueing delays associated with proces-
spectrum technology to encode multiple data streams insor interventions and memory access may prohibit the
parallel onto the same physical interconnect. Mean value scalability of a multiprocessor system in which processors
analysis is used to show that, for resource bandwidth-lim- and memory share a common bus [1], generating dimin-
ited applications, the binary CDMA bus can deliver a ishing performance returns as more processors are con-
throughput speedup over a split-transaction bus as large nected to the same bus structure. At the same time, the
numbers of processors are interconnected, giving moregrowing gap between processor speeds of over a gigahertz
scalable performance without additional end-to-end phys- and synchronous interconnect speeds of a couple of hun-
ical bus links. By monitoring bus utilization, the binary dred megahertz or less causes a larger percentage of sys-
CDMA bus can be dynamically activated to alleviate con- tem performance loss to be attributed to the memory
tention and queueing delays experienced by a conven-subsystem and interconnect.
tional bus. The inherently parallel access of the bus makes There has been some recent interest in using high-band-
it useful for streaming data in DSP applications. width communications protocols to meet the interconnect
needs of processing systems. One such technique is Code-
Division Multiple-Access (CDMA). CDMA is a spread-
1: Introduction spectrum technique which encodes information prior to
transmission onto a communications medium, permitting
High-performance servers are often implemented assimultaneous use of the medium by separate information
shared-memory multiprocessor machines because of theistreams. In [5-6], a multiple-valued CDMA scheme is
flexibility in handling numerous data transactions simulta- examined as an interconnect for parallel processing sys-
neously when transactions make use of data in orthogonatems. In [7], CDMA on a fiber-optic interconnect operat-
address spaces, while also efficiently supporting a coher-ing at 10 gigahertz speeds is proposed as a local area
ency protocol when data is shared [1]. The performance ofnetwork interconnect. In [8], CDMA is investigated as a
a shared-memory multiprocessor system often depends omeans of more-fully interconnecting artificial neural net-
the characteristics of the bus interconnect used to sharavork circuits since those circuits are known to suffer from
data among the processors and memory modules in thea combinational explosion of nodes. The basic idea of
system [1-2]. The ideal case is a fully-interconnected setthese works is that pin counts and interconnect wiring can
of processors and memory modules. Interconnectionbe drastically reduced by using CDMA encoding and an
between processors allows cache-to-cache transfer@appropriate interconnection strategy.
(“interventions”) of modified data without waiting for In this paper we describe the binary CDMA bus inter-
memory access. connect and quantify the benefits of the technique for a
However, the number of links in a fully-interconnected multiprocessor system. In section 2, CDMA technology is
system grows proportionally to the square of the number examined and the binary CDMA bus is proposed. In sec-
of nodes [2]. In a VLSI environment using a synchronous tion 3, the binary CDMA bus model and the analytical tool
bus interconnect, the number of pins and wires necessaryused to quantify its performance are described and perfor-
to support a fully-connected bus structure becomes prohib-mance results are presented. In section 4, adaptive tech-
itive. In addition, the increased number of connections niques for making best use of the binary CDMA bus are
lowers the overall yield of the interconnection and on-chip discussed. Section 5 presents some conclusions.
bus selection logic, thereby decreasing the overall fault-
tolerance of the system [3-4]. 2. CDMA Technology
When the network becomes something less than fully-
interconnected, such as in a ring or cube interconnect, the CDMA technology relies on the principle of codeword-
performance degrades because of the increasing patherthogonality, such that when multiple codewords are
length of the communication between nodes [1]. Conten- summed, they do not interfere completely with each other



at every point in time and can be separated without loss of2.1: The CDMA Digital Bus
information. Efficient digital codewords are comprised of
a series of bits which can be compactly generated by a lin- In a digital CDMA bus bits are represented as +1 or -1
ear-feedback shift register (LFSR) configured to generateafter modulation with the LFSR sequence and summation.
a sequence which is maximal. A maximal sequence is gen-This implies thatlog,(N) pure information bits require
erated when the polynomial represented by the shift-regis-jog,(N + 1) transmission bits. As an example, if we allow
ter is primitive, which means that the sequence only yhree data sources to modulate onto the bus simulta-
repeats every2"-1) clocks, where N is the number of bits neously, the representation must be able to accommodate
in the shift register. values from -3 to 3, or six values plus 0, instead of 0 to 3,
In CDMA communications, the sender modulates the or 4 values. For each data bit represented by the bus,
data bit with the specifi@\-1) code bits (“chips”) unique  1095(7) or three bits represent the bus value. For 255 pro-
to a particular receiver. The modulated bits from different cessors, 9 summer output bits of information can represent
sources are then summed together using a parallel countethe 511 possible summations from -255 to 255. The top
The result ranges from(2\-1) to (2N -1) and is transmit-  half of Figure 1 shows a LFSR modulation scheme. Figure

ted. The signal passes through a circuit which correlates2 Shows a data flow example of mixing and separating two
the signal with the codeword at the receiver. If the autocor- binary data bits (with multi-level output). Two wires could
relation result is greater than a threshold value, a bit hasrepresent the output values of -1, 0 and 1 instead of serial-
been detected in the receiver. izing the sum.

CDMA has been widely used for wireless communica- ) .
tions. The summed mixture goes through an up-conversion2-2: The Binary CDMA Bus
process which translates the frequency to a higher band
which is appropriate for the medium. With CDMA on a
digital bus interconnect, there is no need for up-conversion
or down-conversion, which alleviates circuit design com-
plexity. However, the nature of the summation prevents the
result from being purely binary because the summed result
can assume various values other than 1 or 0. To addres . . X L
this, [5] uses an analog capacitance bus in which values |on_b|ts, are needed. At the receiver side the onglnal sum-
are represented by the charge amount stored in the capacfiation from -255 to 255 is reconstructed since, for
tor. In [6], the values are represented by a multi-valued transmitted value P, the original summation(2# - 255)

logic system. By departing from a purely binary represen- Essenﬂaﬂ!y, an Or'gll'r;f"‘l Ofsurr]['matﬁr}[r(ldoes' not Ic%ntnbute to
tation additional circuit complexity can result. € resuiting correiation function. € original  summa-

tion was -255 (all processors send a -1 to the summer), a

The binary CDMA bus is shown in Figure 1. It avoids
multiple-valued representations by encoding the summa-
tion. The summations that are less than 0 are ignored. The
summer counts the number of chips that are greater than 0
and transmits the binary equivalent. For 255 processors,
nly summations from 0 to 255, or 8 equivalent informa-
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Figure 1: The Binary CDMA Digital Bus



zero is now transmitted to the receiver, af&t0 - 255) codes known as the “Kasami Codes from the Large Set”
yields the original -255. In this exampl&g,(256) or 8 have several interesting features:

summer bits per data bus bit comprise the actual number © The degree of the code is a positive even integer.

of wires in the CDMA bus. » The degree must not be a factor of 4.

« For degrea, the length of the codeis 2" -1.

« For degrea, 2"2(2"+1) different codes are available.

The summer adds an amount of latency to the bus con- ¢ The full cross correlation between two codes can be
nection proportional to the binary log of the number of minimized.
sources plus a complexity factor: It would be optimal for any pair of modulated datawords
LAT = f +log,N to exhibit the minimum full cross correlation of -1. Find-
summer 2 o ing the Kasami code offsets is not a trivial task. Also, the
Because of the modulation of the data bit with the inimum cross correlation of -1 is not tolerable because
CDMA chips, the latency to transmit is a function of the  each summed code may contribute -1 miscorrelation and
specific code used to modulate the bit: the sums of those miscorrelations may be greater than the
LAT hips = K(N) true autocorrelation result. To avoid this problem, all the
odes are appended with one additional chip of the same
alue. This offsets the full cross correlation of -1 and
makes it 0, at the cost of an extra cycle of latency.

2.3: Binary CDMA Bus Latency and Busy Time

Since the demodulation takes as long as the number of\cl
chips, there is no additional latency associated with the
accumulation of bits in the demodulator. Therefore the For N equal 64 or more processorsis equal to 6 and

total latency on the CDMA bus can be represented as: is equal to 63, plus 1 for the miscorrelation offset gives

LATcpma = K(N) + f +logyN K(N) equal 64. TheLATopuma Overhead is estimated to be
This latency is in addition to any latency seen on a typi- 75 cycles andBS¥pya is 96 cycles. For fewer than 64
cal bus for a particular system configuration. Assuming no processors, the codeword lengths are equal to the number

pipelining of demodulation operations, the bus busy time of processors since the code degree must not be a factor of

equals the number of chips. Since values placed on the bug sq the total latency is set to the number of processors,
must be synchronized to guarantee a specific minimal pluslog,(N) for the summer.

interference level, an additional bus busy time of approxi-
mately half the number of chips is assumed for each 3- performance Analysis
source waiting for the bus:

BSY, - 3K(N) We wish to determine if there are any circumstances in
CDMA 2 which a multiprocessor system using a binary CDMA bus
performs better than a typical split-transaction bus carry-
2.4: CDMA Codewords ing the same number of processors. The base system

) i ) o model shown in Figure 3 is a typical configuration for a
Since the code length is the bandwidth multiplying fac- high-end data server. It consists of multiple 375 MHz pro-
tor and the number of available codes is the bandwidth cessors and a memory module with a split-transaction bus
dividing factor, it is desirable to have a large number of jnterconnect. The processors are configured with a 32KB
available codes for a small number of chips. True orthogo- | 1 instruction cache, 64KB L1 data cache, and an 8MB

nal codes, such the Walsh codes, are not attractive SinCQ)ff_Chip combined data and instruction L2 cache. A 4-

they offer a relatively small number of codes per chip. The cycle bus provides access to memory, which contains 992
interleaved banks. The split-transaction bus is modelled to
run three times slower than the processor. Bus address
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X [1]. The inputs to the tool are the system topology, routing,

path information, and instruction miss rates. The topology
indicates how the processors and memory are connected to
each other using the bus and are modelled as queuing
resources. The routing describes probabilistically how

processor miss operations move around the topology. The
path information give the specific latencies and busy times
associated with instruction miss routing. The miss rates

L‘i;’_g L(:E/FI)_L; include load and store core miss rates per instruction to the
memory subsystem, shared and shared-intervention data
A rates, writeback rates, 1/O access rates, and data claim
Memor rates. For these experiments the rates used are similar to
.\ Module those expected for a large multiprocessor system [1]. For a
. . . - typical database workload, data loads may be 30% and
Figure 4: Model with the Binary CDMA Bus stores may be 20% of the instructions respectively, and

Figure 4 shows the base model augmented with themiss rates to the system interconnect may be less than 5%.
binary CDMA bus. The sigma represents the CDMA sum- Mean value analysis arrives at memory subsystem
mer, to which the processors and memory module sendcycles-per-core-request probabilistically based on the
data after modulating it with the codewords unique to instruction rates, which determine the intensity of the
receivers. The summer is not a switch; it is a flow-through requests on the various routing paths. The cache request
parallel counter synchronized for all processors, and there-response time is determined from the latencies along the
fore it need not be centralized. It can be distributed nearrequest path multiplied by the probabilities of moving
groups of processors to reduce wiring costs. Depending onalong those paths. These are input into equations for the
cycle time, the particular configuration modelled may request response times. The bus utilization is determined
require additional latency. The output of the distributed from the response times, which is used to determine the
summer is fed back to all processors and the memoryrequest waiting times, which in turn give cycles per
module on a single bus. Only data is sent on the CDMA request. The cycles per request multiplied by the requests
interconnect. The same bus address arbitration and coherper instruction provides a CPI for the system. Throughput
ency protocol as the base system are modelled. (in MIPs) is determined by dividing the assumed processor

There are many possibilities for how a CDMA bus can clock frequency by the CPI multiplied by the number of
be used to achieve multiple useful channels. In our model,processors N in the system:
small sets of memory banks are assumed able to configure fepu
a unique codeword for demodulation from any sender. The MIPs = EW
receiver must know and be able to configure a demodula-
tor for the sender he wishes to receive data from [7]. This
knowledge can be transferred in the address phase whes-2: Performance Results
the address is requested and granted on the address bus. _. .
An index to a codeword can be communicated on the Figure S shows MIPs for three systems: a pure split-

address bus along with the request response. The inhererffansaction bus, a hybrid bus allowing up to 32 CDMA
parallel access of the bus makes it a natural choice for datgntérvention connections between processors, and a hybrid

streaming applications. After orthogonal channels to PuS allowing up to 32 CDMA intervention connections

memory are set up, DSP processors can stream data in pa@Nd Up to 32 CDMA memory writeback connections to

allel to and from separate memory spaces without conten-

tion from the other streams. The optimal scheme depends

on the application and is a subject for further research. 5000
The model contains both split-transaction and CDMA

buses so that hybrid configurations can be studied. In a  so0

system with large numbers of processors, not all proces-

sors may be able to receive data from all other processors =+

due to silicon area limitations, so most cache-to-cache £ _

transfers occur on the split-transaction bus. Since memory ~ **[ | M b Tande (o 32 roceaas

is made up of large numbers of DRAM chips, demodulator .| | ’

area costs are a smaller fraction of the total area.
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! - 5: Conclusions

0.9
08 We described the binary CDMA bus. A multiprocessor
o system model was developed and the binary CDMA bus
5 ‘ performance was compared to that of a split-transaction
oo CDM‘;CS_&2\°%aW£}$%§3%EZ§%Eﬂ‘éﬁiﬁi%%‘ bus. While contention and queueing delay may saturate
3 o5 pleTansactonBus (i Frocessors the conventional bus, parallel binary CDMA bus access
§ o4 can break the resource bottleneck and improve perfor-
2 . mance by trading wiring complexity with more silicon
o area for bit modulation and demodulation.
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