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Introd on

Previous work to address the cache contention problem:
Cache Partitioning Scheme [UCP MICRO ‘06]
Inefficient use of capacity, not scaling to large CMP
Cache Replacement policies

Hard to provide control over cache capacity - interference

Cache-block dead time prediction & Cache Pseudo-
partitioning

Destructive interference still presents
No absolute control of capacity per core
Oblivious to applications memory behavior

Memory behavior is important in sharing cache capacity
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Memory Behavior of Application of Last-level Cache
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Requirements of efficient Cache Management scheme

1. Cache space allocated to applications proportionally to the
real benefit of using the capacity

2. Thrashing applications have to be isolated
3. Fitting applications have to be guaranteed a minimum
capacity
4. Cache capacity allocation priority scheme:
Friendly > Fitting > Thrashing (few LRU ways)

Need a mechanism to allocate priorities within the
same category of applications > Interference
Sensitivity Factor

Average MLP
Use of MSHR (Miss Status Hold Register)

Two extra counters: aggregated number of misses in structure,
overall number of L1 misses added

Memory Behavior
Using the Cache miss profilers from MSA circuit

Thrashing:  MPKlax capacity
MRy > Thresholdphrashing

Fitting: MKPI < Thresholdgyng
Remaining Friendly

The University of Texas at Austin

Interference Sensitivity Factor
When more than one applications with same memory behavior
Based on sensitivity an application to cache contention & how

friendly is in sharing capacity
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Partition Scaling

Need to know the actual average occupancy of cache capacity
in LLC

Less than 80% of ideal - adjust Insertion Point (IPs) at next
epoch

Two counters per core:

Occupancy Counter: Number of actual ways occupied in
cache for a core

Cache accesses Counter per core

Important addition to achieve performance targets

MCFQ Policies
Insertion Policy (Insertion Points — IPs)
Use UCP to find ideal partition sizes
Applications Cache friendliness
Cache Friendly higher priority
Cache Fitting intermediate
Cache Thrashing restricted to LRU position
Interference sensitivity factor and Partitions Scaling (next slide)
Promotion: Every hit moves line to core’s Insertion Point

Replacement Policy: LRU of the whole cache set
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Overall Scheme
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Example of operation on 4-core CMP 16-way LLC
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Experiments
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M1 M2 Mx3 Mxd  MxS Mx6  Mx7  Mx8  Mx9 Mx10

Throughput 4-cores - 19% LRU, 14% TADIP, 13% PIPP, 10% UCP

40% BTADIP OPIPP BUCP BMCFQ

Throughput 8-cores - 20% LRU, 13% TADIP, 17% PIPP, 8% UCP
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Fairness Improvement

Ml Mx2 Mx3 Mxd  MxS Mx6 Mx7 Mx8 Mx9 Mxi0

Fairness 4-cores - 17% LRU, 12% TADIP, 14% PIPP, 9% UCP
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w1 Mix2 Mix3 Nixd Mixs

Fairness 8-cores - 15% LRU, 13% TADIP, 12% PIPP, 8% UCP

Conclusions

Using applications’ Memory behavior is necessary in sharing
cache pseudo-partitions

Accurate monitors of memory behavior, interference
sensitivity and average occupancy is necessary for precise
control of partitions

Careful management can provide most of benefits of
isolated partitions while leading to scaling solutions
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